The Interchangeability of Dual-Mode Testing Results
(CBT vs. PPT)

Paper presented at the annual meeting of the American Educational Research Association 

San Francisco, California; April, 2006
(A .pdf version, in color, will be provided upon request)
Stephen C. Court

Director of Pupil Evaluation and Testing

Quality Improvement Services

Wichita Public Schools

201 North Water Street, Suite 316

Wichita, KS  67202

Telephone:  316-973-4730

E-mail:  scourt@usd259.net
Abstract

To be valid and fair, a dual-mode state assessment system that incorporates both computer-based and traditional paper-and-pencil modes of test administration must yield interchangeable results.  If the computer-based and paper-and-pencil results are not interchangeable because the two administration modes are not cognitively equivalent, then they must be treated as different tests, and separate sets of standards or cut scores must be set.  However, if the results are cognitively equivalent but still not interchangeable because one mode is more difficult or discriminating than the other, then they must be equated, just as different test forms are routinely equated to make their results interchangeable.  

Foreword

When this paper was originally proposed last summer to Division H for presentation at the 2006 Annual Conference, I had intended to compose a traditionally organized, scholarly research report.  It would have focused on the interchangeability of results yielded by a dual-mode (computer-based and paper-and-pencil) state assessment system.  However, events in Kansas overtook my intention.  In late 2005, the Kansas State Department of Education (KSDE) made a series of announcements regarding the 2006 state assessments.  In response, the paper contained herein was produced and distributed narrowly in unpublished form to decision-makers at the Kansas State Department of Education (KSDE), as well as to the members of Kansas’ external Technical Assistance Committee, to the district-level members of Kansas’ internal Kansas Assessment Advisory Council, and to key personnel at the U.S. Department of Education.  Because of its distribution, KSDE has agreed to increase the number of paper-and-pencil test forms.  The department also has authorized a rigorous study to be conducted in the spring of 2006 to investigate the comparability of the computer-based and paper-and-pencil versions of the Kansas state assessments.  In addition, the U.S. Department of Education, apparently, has incorporated many of the ideas proffered in this paper into the technical adequacy criteria of its peer review and state accountability processes.
Therefore, rather than rewrite the paper for the Annual Meeting in San Francisco, I provide it here as testament to the influence that district-level research can exert upon state and Federal policy and practice regarding state assessments.  Other than performing minor edits to increase clarity, I have only added a review of the literature and adapted the conclusion for a wider audience.
Review of the Literature

For most states, the No Child Left Behind (NCLB) legislation requires that the amount of student testing conducted each year be dramatically increased, starting in 2006.  Many states have been developing computer-based versions of their state assessments to make the process more efficient and the reporting more timely (Education Week, 2004; Higgins, Russell, and Hoffmann, 2004).  
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With many private-sector companies entering the computer-based testing market, the number of high tech state assessment programs is likely to increase.

Computer-based testing (CBT) offers several benefits and advantages over traditional paper-and-pencil (PPT) testing.  These advantages include flexible test scheduling, immediate score reporting; cost reductions related to printing, shipping, and scanning traditional paper-and-pencil tests (PPT); and improvements in test security (Boo and Vispoel;, 1998; Poggio, et al, 2005; Wang, Young, and Brooks, 2004). They also include the promise of innovative item formats and adaptive test designs (Jodoin, 2003; Parshall, Spray, Kalohn, and Davey, 2002; Wise and Plake, 1990).  

For the near future, however, many state testing programs will need to maintain a dual-mode (both CBT and PPT) administration system.  Not all schools possess sufficient infrastructure and hardware to allow a complete conversion to CBT only.  Thus, when a CBT system must coexist with a PPT system, assessment results must be affected only by student interaction with test content, not by differences in administration mode (Poggio, et al, 2005).  More specifically, both modes must be identical with respect to construct and consequences (Wang, Young, and Brooks, 2004).  They must be equivalent with respect to cognitive demand and student response strategies (Choi and Tinkler, 2002; Puhan and Boughton, 2004; Thompson, Thurlow, and Moore, 2003; Russell and O’Connor, 2003; ).  In short, the two modes must be cognitively equivalent.

If the criterion of cognitive equivalence is satisfied, the scores must still be interchangeable to the degree that they lead to classifications and decisions that are accurate, consistent, and independent of administration mode (Bennett, 2004; Gallagher, Bridgeman, and Calahan, 2002; Pulan and Boughton, 2004; Wang and Kolen, 2001; Wang, Young, and Brooks, 2004).  Nor should the mode of assessment administration differentially affect any subgroup.  This is so whether those subgroups are defined conventionally (in terms of race, socioeconomic status, etc.) or pragmatically – in terms, for example, of computer experience and access, comfort with technology, etc. (Bridgeman, Lennon, and Jackenthal, 2003; Haertl and Wiley, 2003; Thompson, Thurlow, and Moore, 2003).

Prior Findings

Until recently, most comparability research has focused on college students or adults (Gallagher, Bridgeman, and Calahan, 2000; Hetter, Segall, and Bloxom, 1997; Higgins, Russell, and Hoffmann, 2004; Mead and Drasgow, 1993).  Generally, CBT and PPT among young adults have been found to be comparable – and, when not interchangeable, to be adjustable through equating.  Only in the last few years has attention turned to K-12 students, where several studies have found that K-12 students score higher on PPT than CBT math assessments.  Choi and Tinker (2002) found this for students in grade 3; Coon, McLeod, and Thissen (2002) in grade 5; Ito and Sykes (2004) in grades 4-12; and Davis and Gardner (2004) in grade 10.  Only Poggio, et al (2005), studying the comparability of a state math assessment in grade 7, found no significant difference between modes.  
Similar results have been found for reading assessments – students tend to score higher on PPT than CBT.  One must note that much of this research focused only on differences in scores or on the differential functioning of individual test items, not on classification accuracy and consistency (Livingston and Lewis, 1995).  In addition, most of the studies were conducted on a small-scale basis, often with relatively small, non-random, and unrepresentative samples of students, thus constraining the degree to which the findings might generalize.  
Of course, as Kolen and Brennan (1995) point out, mode effects are complex and depend to a great degree on the particular test and testing program.  In fact, one might speculate that a lack of mode equivalence might exist between not only between CBT and PPT but even across different operating systems (Windows versus Mac), hardware and network configurations (desktop versus laptop, wired versus wireless), screen size and resolution, and the like.

Interchangeability of Results

The Standards for Educational and Psychological Testing (AERA, APA, and NCME, 1999) explicitly stipulate that when “recommended inferences or actions are based solely on classification of examinees into one or more categories, the rationale and evidence should address consistency of classification.”  Further, for interchangeability, the Guidelines for Computer-Based Tests and Interpretations (APA, 1986),  require that “(a) the rank order of scores of individuals tested in alternative modes closely approximate each other, and (b) the means, dispersions, and shapes of the score distributions be approximately the same or have been made approximately the same by rescaling the scores from the computer mode.”  
This is one point where the ideas in this paper diverge from conventional wisdom.  The Guidelines recommend that CBT results be equated to the paper-and-pencil results.  Poggio (2005) has questioned why PPT results must serve as the base distribution to which CBT results will be adjusted.  “Who made paper and pencil the gold standard?” he recently asked (AEL, December 2005).  However, one of the primary contentions of this paper is that neither CBT nor PPT should be considered a gold standard.  
Rather, as both the Guidelines and the Standards imply, comparability studies are best conducted using a repeated measures design, in which examinees are “double-tested,” taking parallel forms of the assessment in both the CBT and PPT modes.  As Ito and Sykes (2004) explain:  “The within-subjects design reduces experimental error by controlling for individual variation in performance and therefore has more statistical power…  In addition, this design allows an evaluation of the classification consistency across modes of administration for each examinee.”

Thus, given a set of CBT results and a set of PPT results, there also is a distribution of higher scores.  For some students, CBT yields their higher score; for other students, PPT yields their higher score.  When both the CBT and PPT results agree with respect to student status, we have “definite” classifications.  Conversely, when the CBT and PPT disagree, we have “provisional” classifications.  
This paper contends that each student’s higher score provides the more valid and accurate estimate of what the student knows and can do.  This is so under the assumption that each student’s lower score has been adversely affected by construct-irrelevant difficulty (Messick, 1989) associated with the administration mode – perhaps, for example, by difficulty in scrolling through long reading passages when taking CBT or by test anxiety when taking PPT.  (Only three alternative explanations come to mind – cheating, lucky guessing, and a practice or order effect. 
   None of these explanations is sufficient to preclude equating CBT and PPT to the distribution of higher scores.)  Thus, since the twofold purpose of equating is (a) to make score distributions interchangeable and (b) to adjust away as much construct-irrelevant difficulty as possible, equating both the CBT and the PPT scores to the distribution of higher scores is the appropriate course of action.  To do otherwise would yield under-estimates of student performance and school effectiveness.
This is so because provisional proficiency represents the amount by which the definite proficiency rate would increase if every student were awarded his or her higher score, as has been the case for double-tested students in Kansas for the last two years.  The practice reflects KSDE’s long-standing tradition of awarding the benefit of any legitimate doubt to the schools and districts.  Alternatively, the conjoining of provisional and definite proficiency would also result if every student were tested just once - in the mode that elicits his or her optimal performance.
However, even when students are tested only once – say, via CBT – their P&P scores do not cease to exist.  Rather than being observed, the P&P scores merely become hypothetical or latent - as do the lower and higher scores of those students.  Therefore, this paper contends, any statistical adjustments that may be made to the results of double-tested students must also represent the optimal performance of students who tested only once (NCES, 2005).  After all, is not the ultimate goal of equating to adjust results not only for the equating study participants but for all who will take the test?
The present investigation is somewhat unusual in that the researcher, a test director employed at the district level by the Wichita (Kansas) Public Schools, had no control over the design or collection of the data analyzed.  Rather, the data used here were collected in 2004 and 2005 as part of an ongoing large-scale assessment program operated by the Kansas State Department of Education (KSDE) and its contractor, the Center for Educational Testing and Evaluation (CETE).  Wichita’s data – including both sets of results for students who were “double-tested” - were provided as part of the dissemination of state assessments results.  Wichita received subscale and total score data for math and reading, but no item-level results, precluding the conduct of several analyses and comparisons that we would have preferred to run.

Part 1:  Statistical Comparability
Background

KSDE announced in late 2002 that Kansas would move as quickly as possible to computer-based administration of state assessments, to be known as the Kansas Computerized Assessments, or KCA – preferably by the 2005-06 school year when the expanded testing mandated by the NCLB legislation would be fully implemented.  KSDE announced its decision even before KCA had been field-tested, based on the logic that a rapid and complete transition to computer-based testing would totally negate the need to assure the comparability of KCA and PPT.

Immediately, many rural and urban districts became concerned that a lack of funds and a lack of technology would leave them disadvantaged.  Some expected that KCA would generally yield higher scores because – once familiarized with the particulars of the computer-based administration mode through an on-line tutorial and brief “practice” tests, students would find KCA’s novelty engaging while teachers would be motivated and enabled by the receipt of immediate results.  Others anticipated that districts and schools moving toward KCA would receive favored treatment.  Still others feared that the pressure to implement KCA would force them to reallocate resources away from other high-priority activities involving curriculum, instruction, and administration.  After considerable negotiation, KSDE finally relented and agreed to maintain a dual (PPT and KCA) system indefinitely.

In response to the concerns voiced by the districts, the state’s assessment contractor began to contend (and they continue to contend) that the KCA and the P&P versions of the tests are statistically comparable.  The contention is based solely on the results of a KCA field test conducted in 2003, which yielded data that then were used to study the comparability of KCA and P&P.  The comparability study involved a convenience sample of 617 grade 7 students in twelve schools.  The student took one form of the math assessment via P&P and a parallel form via KCA.  The sample of “double-tested” students was not representative of the state student population.  The study involved only six of the state’s 304 school districts.  The participating districts were small and either rural or suburban.  None of the larger, more urban and more ethnically diverse districts participated in the study.  

The study involved only the regular edition of the grade 7 math assessment, not the modified or any of the other special tests – i.e., the pre-reading, the plain English, the listening, or the Spanish translations.  Except for 32 learning-disabled students, the study excluded everyone receiving special education services.  No students receiving ESOL services were included, either.  Regular education students needing any kind of testing accommodation were also left out.  Nor did the study investigate the KCA-P&P comparability of any other content area assessments – reading, science, or social studies – at any other grade levels.  

Further, the state study focused fundamentally on the comparability of the KCA and P&P strictly in terms of average Total (percent correct) scores and differential item functioning (DIF).  It did not look at KCA-P&P differences in terms of either the five performance classifications (Unsatisfactory, Basic, Proficient, Advanced, and Exemplary) or the dichotomized proficiency rates (below Proficient versus Proficient or above) used to determine AYP status.  As will be demonstrated, much of importance was overlooked.

Clearly, the state study was too limited in scope and sparse in sample to establish that the KCA and the P&P versions of the assessment yield interchangeable scores, classifications, and proficiency rates - even for the grade 7 math assessment, let alone across other grade levels and content areas.

Yet, KSDE wholeheartedly embraced the study’s central finding that there were: 

“…no meaningful or statistical significant differences in the composite test scores attained by the same students on a computerized fixed form assessment and an equated form of that assessment when taken in a traditional paper and pencil format.” 

(Poggio, Glasnapp, Wang, and Poggio, 2005; page 26 at http://www.bc.edu/research/intasc/jtla/journal/pdf/v3n6_jtla.pdf .)  

In short, the KCA and the P&P versions of the Kansas state assessments were declared comparable – but without sufficient evidence to warrant the claim.

Accordingly, in 2004, KSDE authorized that the KCA be put into full operation.  In math, KCA versions of the General and Modified assessments were made available for use at grades 4, 7, and 10.  In reading, KCA versions of the General and Modified reading assessments were made available for use at grades 5, 8, and 11. 

 In 2005, KCA testing was further expanded to include not only math and reading but also science and social studies at all tested grade levels and with all types of students.  According to the state’s assessment contractor, “Last year (2005), KCA testing occurred in approximately 85% of the districts and in about 75% of the state’s buildings, and roughly 58 percent of the students were tested.”  (Poggio and Consolver, memo to district test directors, November 28, 2005).  

Such rapid adoption of the KCA occurred for three reasons.  First, the KCA offered the advantage of “instant” results.  Second, districts were sanguine and uncritical in their acceptance of the state study’s assurance that the KCA and P&P are comparable.  Third, as incentive to schools to double-test as many students as possible, the state agreed to count as final data the higher of each student’s two scores.
  

In combination, these three reasons created powerful momentum toward computer-based assessment administration.  Only a lack of technological and logistical capacity at the school level has prevented full, one hundred percent participation in KCA testing.  

Beyond publishing its findings of the 2003 comparability study (Poggio, Glasnapp, Wang, and Poggio, 2005; see link above), CETE to date has since made public only a one-page handout of the statewide means and standard deviations from the 2004 administration, accompanied by a statement that the between-mode correlations were “.90+.”  CETE has publicly claimed that more than 60% of all test-takers in 2005 took at least one KCA; however, neither KSDE nor CETE has indicated how many districts and schools participated in the KCA, and neither has made mention of how many students double-tested.  Yet, despite the admission of Poggio, et al (2005) that the findings of their 2003 comparability study are limited to “middle level/grade assessment of mathematics in a general education population,” the AYP status of between one-third and two-thirds of all schools in Kansas has been determined in part or whole by their students’ performance on the KCA.

The Wichita Study

An independent study of the 2004 results conducted by the state’s largest district, raised questions about the validity of what the state’s comparability study had concluded.  The Wichita study analyzed the 2004 state assessment results of 2,394 Wichita students who double-tested in elementary and middle school math and reading.
  

Wichita’s initial examination of the 2004 data confirmed what the state study had found in the 2003 pilot data – that the differences in average KCA and P&P scores were small (see Exhibit 1).

Exhibit 1

Means, Standard Deviations, and Counts by Subject Area and Grade
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Exhibit 1 shows small mean differences that range from a low of 0.73 points for grade 5 reading to a high of 2.72 points for grade 7 math.  In both content areas and at all grade levels, the P&P means were slightly higher than the KCA means, with negligible effect sizes that ranged from .07 to .16.

However, means - and the differences between them - do not reveal the entire picture.  The differences between the KCA and P&P scores of the double-tested students were found to run about equally in both directions.  Some students earned higher scores in the KCA mode, some students earned higher scores in the P&P mode, and some students even earned KCA and P&P scores that were exactly the same.

Exhibit 2
Number and Percent of Students Scoring Higher on the KCA, Higher on the P&P,

Or Exactly the Same in Both Modes
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Using the 2004 grade 4 math results as an example, Exhibit 3 presents a visual display of how the KCA-P&P score differences were distributed.

Exhibit 3
P&P – KCA Differences in Total Scores – Grade 4, 2004
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With the distribution being so symmetrical in shape, the negative differences and the positive differences tend to cancel out, yielding a mean difference of merely -1.61 points.
  That is, the average KCA score, district-wide, was 1.61 points lower than the average P&P score.  Nevertheless, at the individual student level, the score differences were as great as 33 points in favor P&P at one extreme and as great as 32 points in favor of KCA at the other extreme.

Focusing exclusively on mean score differences leads KCA-P&P comparability to appear much greater than it actually is.  Looking at the absolute values of the score differences begins (see Exhibit 4) to clarify the picture.

Exhibit 4
Absolute Differences in P&P – KCA Total Scores
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At grades 4 and 7, nearly 11 percent of the KCA and P&P math scores differed by more than 15 points.  At grades 5 and 8, the extreme differences between KCA and P&P were less pronounced, with less than two percent of the scores differing by more than 15 points.  But this does not necessarily indicate that the reading assessments are more comparable than the math assessments.  Rather, the average KCA reading score and the average P&P reading score were considerably higher than the average math scores – about 80 for reading as compared with about 56 for grade 4 math and 47 for grade 7 math.  So, with both the KCA and P&P average reading score being closer to the maximum possible score of 100% correct, the range of score differences was considerably more restricted.
To clarify the picture even more, Exhibit 5 collapses the categories.  Panel A shows the number and percent of students whose KCA and P&P scores differed by more than 5 points.  Panel B shows the number and percent of students whose KCA and P&P scores differed by more than 10 points.  (For comparative purposes, bear in mind that the average differences between modes ranged from .73 to 2.72 points.)
Exhibit 5
Panel A

Number and Percent of Students with Score Differences Greater than 5 Points
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Exhibit 5
Panel B

Number and Percent of Students with Score Differences Greater than 10 Points
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With such large percentages of students exhibiting such large differences between their two scores, the KCA and the P&P do not yield scores that are interchangeable.  The two modes are not statistically comparable.

Performance Level Classifications and Proficiency Rates

The state study had based its conclusion that the KCA and P&P modes are comparable on the small differences in average Total scores.  The Wichita study found that these small mean differences actually mask much larger differences between performance classifications (see Exhibit 6).

Exhibit 6
Differences in KCA and P&P Performance Classifications
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For at least 45% of the double-tested students, the KCA and the P&P performance level classifications differed by at least one performance level.  The bad news is that such high rates of student misclassification yield erroneous information that leads to poor instructional and administrative decisions.  The good news is that only a subset of these differences affects proficiency rates and AYP status – specifically, the difference in classifications between Basic and Proficient.

The differences in proficiency rates between the KCA and P&P assessments are displayed in Exhibit 7.

Exhibit 7
Differences in KCA and P&P Proficiency Rates
[image: image9.wmf]10.4%

78

84.2%

634

5.4%

41

100.0%

753

11.4%

53

83.4%

388

5.2%

24

100.0%

465

9.4%

72

84.6%

645

5.9%

45

100.0%

762

10.4%

43

84.8%

351

4.8%

20

100.0%

414

P&P Proficient Only

No Difference

KCA Proficient Only

Total

P&P Proficient Only

No Difference

KCA Proficient Only

Total

P&P Proficient Only

No Difference

KCA Proficient Only

Total

P&P Proficient Only

No Difference

KCA Proficient Only

Total

Grade

4

7

5

8

Subject

Math

Reading

Percent of

Students

Number of

Students


Regardless of grade level and content area, roughly 15% of the double-tested students were classified as proficient in one mode but not the other.  About 10% of the students exhibited proficiency on the P&P but not the KCA, compared with 5% of the students exhibiting proficiency on the KCA but not the P&P.  Note that preliminary analyses of the 2005 double-test data reveal that the overall difference in KCA and P&P proficiency rates remained at roughly 15% in both math and reading at the district level.  
School-level Differences
At the school level, the differences between the KCA and the P&P results tended to be larger than the district-wide differences.  Frequently, differences in KCA and P&P scores exceeded 20 percentage points.  Presumably, these larger differences are due to smaller N’s, as well as to differences between schools in how much technology they possess and how that technology is employed.  Consequently, school-level differences tended to be not only larger but also more variable and inconsistent.  In fact, KCA proficiency rates exceeded P&P proficiency rates in one-quarter of the Wichita schools that double-tested – specifically, in eleven of forty-four cases across math and reading,.  

Thus, reverting to P&P only would not resolve the comparability issue.  Not all proficiency rates would be higher if all schools were to do P&P.  Thus, decisions regarding whether to administer the state assessments via KCA or P&P should not be made on a school-wide basis.   Rather, such decisions should occur on a more specific basis:  grade level by grade level, content area by content area, classroom-by-classroom, or – ideally – student-by-student.

Further, while the differences between KCA and P&P results run in both directions for individual students, they do not run in both directions at the school level – at least not when the higher of each student’s two scores counts as final data.  The point is important:  except when KCA results are used in an unethical manner to influence subsequent P&P scores, a lack of comparability between KCA and P&P results never leads to an over-estimate of a student’s performance level classification or a school’s proficiency rate.  Student performance and school proficiency rates can only be under-estimated.  

At least some of the schools that did not make adequate yearly progress in 2004 or 2005 may very well have made AYP if only they had administered the state assessments to each student in the mode that would have yielded the higher score had the student been double-tested.

Differential Impact on AYP Subgroups
Interestingly, the Wichita study found that the differences in proficiency rates did not vary significantly across demographic disaggregations, except within a small number of certain schools.  District-wide, the KCA-P&P differences were similar across racial, gender, and socioeconomic groups, as well as across educational program (special ed, ESOL, etc).  The KCA and the P&P assigned about 45% of any disaggregated group to different performance levels.  For any subgroup, the KCA and P&P proficiency rates differed by roughly 15%, regardless of grade level and content area.  Exhibit 8 displays the differences in performance level classifications across educational program for the reading assessment.

Exhibit 8
Differences in Performance Level Classifications across Educational Program
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Exhibit 9 displays the differences in proficiency rates by gender for the math assessment.

Exhibit 9
Differences in Proficiency Rates by Gender
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Mode and the DT Effects

The Wichita study found that differences between KCA and P&P classifications can be partitioned into two components:  definite and provisional.  (For the sake of illustration, we will focus only on proficiency rates.  However, the formulations do generalize to multiple classifications of students into performance levels.)  Definite proficiency occurs when both the KCA and the P&P results agree that a student is proficient or not proficient.  Provisional proficiency occurs when the KCA and the P&P results disagree – that is, when a student is found to be proficient by one mode but not the other.  When the higher of each student’s two scores counts, final proficiency is the sum of definite proficiency and provisional proficiency.  Definite proficiency represents the highest proficiency rate possible if every student were double-tested and awarded the lower of his or her two scores.  Provisional proficiency represents the amount by which the proficiency rate would increase if every student were either double-tested and awarded his or her higher score or tested just once in the mode that would elicit his or her optimal performance.    

In turn, the provisional proficiency rate can be partitioned into a “mode effect” and a “double-test” (DT) effect.  Exhibit 10 provides a hypothetical but realistic example.

Exhibit 10

Example of Mode Effect and DT Effect
[image: image12.png]KCA
NotProfic  Profic

Not
Profic % 6%

P&p

Profic 0% 0%





Definite Proficiency = Cell D = 40%  

Provisional Proficiency = Cell B + Cell C = 6 + 9 = 15% 

Final Proficiency (if each student’s higher score counts) = Definite Proficiency + Provisional Proficiency = 40 + 15 = 55%.

Mode effect = absolute value of Cell B – Cell C = absolute value of 6 - 9 = 3%.

DT effect = Provisional Proficiency – Mode effect = 15 - 3 = 12%.

Partitioning provisional proficiency into distinct mode and DT effects is important to understanding how different levels of equating would affect final proficiency.  In the example provided in Exhibit 10, fifteen percent of the students were provisionally proficient.  If every student were either double-tested and awarded his or her higher score or tested just once in the mode that would elicit his or her optimal performance, the 15% provisional proficiency rate would accrue to the 40% definite proficiency rate and the final proficiency rate would increase to 55%.
   In turn, the 15% provisional rate partitions into a 3% mode effect and a 12% DT effect.  If equating adjusted only for the mode effect, the final proficiency rate would increase merely to 43%.  Only if equating adjusted for both the mode effect and the DT effect would the final proficiency rate increase to 55% and thus represent optimal performance by all students.

The Mode Effect and the DT Effect - Conceptually

What the research literature refers to technically as a “mode effect” represents the average differences in KCA and P&P results at the school, district, or state level.  Whether in reference to scores or proficiency rates, the mode effect is simply the difference between the overall KCA average and the overall P&P average – without regard for the average difference between the higher and lower scores of individual students. 

The mode effect thus represents a “between-subjects” or an “independent groups” effect, as if one group of students had taken the KCA and an entirely different but similar group of students had taken the P&P.  As far as the mode effect is concerned, no student was tested twice, and so no student was awarded the higher of his or her two scores.  The mode effect does not consider within-student variation.

But for two years, thousands of Kansas students actually were double-tested, the higher of their two scores did count, and the proficiency rates and AYP status of the schools that double-tested have been based on the higher of each student’s two scores.  This is what the Wichita study refers to as the “DT effect.”  The DT effect represents the average “within-student” differences in scores, performance level classifications, or proficiency rates - over and above the mode effect.  Alternatively, one can conceptualize the DT effect as student-by-mode interaction.  In any case, the DT effect is more than mere random error.

Throughout Kansas for the last two years, the DT effect has impacted state assessment results - at least those results associated with double-tested students.  Double-testing and counting each student’s higher score has served as an ad hoc equating adjustment that has compensated those schools that double-tested for their lack of omniscience in knowing a priori whether KCA or P&P would elicit a particular student’s optimal performance.  

Thus, equating to the DT effect, as well as the mode effect, would serve as a school-level accommodation that must be applied across the board - now that the practice of double-testing has been discontinued in Kansas.   Unless the KCA and the P&P results are equated, schools that have double-tested in previous years will almost certainly experience lower proficiency rates.  The decline in proficiency rates of schools that double-tested in previous years might be tempered by two factors.  First, schools may improve their curricular and instructional effectiveness in order to yield overall increases in student performance.  Second, teachers may increase the accuracy with which they predict whether particular students will perform better on the KCA or the P&P version of an assessment.   The first factor, of course, is perfectly relevant to AYP, while the second factor should be perfectly irrelevant to AYP.  A school’s AYP status should not depend upon the administration mode in which its students are tested.  

More importantly, the proficiency rates of schools that did not double-test will continue to be underestimated – to a degree that prevents AYP determinations from being valid indicators of school effectiveness.  Just as providing an assessment in Braille to a visually-impaired student offsets the student’s inability to see, equating to both the mode effect and the DT effect offsets a school’s lack of omniscience.  Just as testing a visually-impaired student without a Braille or listening accommodation would not elicit scores that serve as a valid indicator of what the student actually knows and can do, not equating the KCA and the P&P results to the distribution of higher scores would not elicit proficiency rates that serve as valid indicators of school effectiveness.

Unlike the mode effect, the double-test effect would not register in a random equivalent groups design.  The DT effect is detectable only with a repeated-measures research design.  That is why, if ever the KCA and the P&P are to be equated, a repeated measures research design must be employed in future comparability studies:  so that there will be double-test data to adjust not only for the average KCA-P&P differences that constitute the Mode effect but also for the within-student differences that constitute the DT effect.

Double-test Legitimacy

The legitimacy of the double-test effect has been one of the most disputed aspects of Wichita’s comparability study.  The controversy involves whether the higher of a student’s two scores necessarily represents the more valid score.  Some experts contend that it does.  If a student had trouble scrolling through the passage when taking the KCA version of the assessment, for instance, then it is likely that the P&P version elicited a score not only higher but also closer to the student’s true score.  Because scrolling skill is irrelevant to reading comprehension, the P&P score would necessarily be the more valid reflection of the student’s reading comprehension.  Conversely, if a student is more engaged and thus more motivated when taking a computer-based test, then the KCA would be the more valid score.  

However, other experts argue that if the higher of the two scores is associated with the second testing occasion, then it likely is due to a practice effect from having taken the assessment twice.  Also, it could be due either to the serendipity of lucky guessing or, more nefariously, to over-zealous teachers using the “instant” KCA results as a basis for instructional intervention before their students take the P&P version – in short, to cheating.  

However, there is no indication that cheating occurs frequently or on a large-scale basis.  Nor is there theory or empirical evidence that lucky guessing occurs more frequently in one mode than in the other.  So, the key phrase in the previous paragraph is “if the higher of the two scores is associated with the second testing occasion.”  To resolve the dispute regarding a practice or order effect, Wichita did keep track of the sequence in which each of its double-tested students took the two tests in 2005.  Analysis of the sequence data shows clearly that practice effects were negligible.  Using the 2005 grade 8 reading results as an example, Exhibit 11 displays the proficiency rates broken out by test administration sequence.

Exhibit 11
Proficiency Rates by Test Administration Sequence (Grade 8 Reading)
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Regardless of whether students were first administered the KCA or the P&P version of the assessment, the P&P averages were higher than the KCA averages, but the differences were small and consistent across sequence.  The average P&P score of students who took P&P first was 1.1 points higher than the average KCA score.  In turn, among the P&P-first students, the proficiency rate was 4.8% higher than the KCA proficiency rate.  In comparison, among the students who took KCA first, the average P&P score was 1.4 points higher than their KCA score, and the P&P proficiency rate was 3.3% higher than the KCA proficiency rate.  

What matters at this point, though, are the differences of the differences.  A significant practice effect would have been indicated by the difference of the KCA-first proficiency rates being much larger than the difference of the P&P-first proficiency rates. 

But, analysis revealed that the gaps in scores and proficiency rates were statistically similar.  That is, the differences between the KCA-first differences and the P&P-first differences were not large enough to be statistically significant.

Exhibit 12
Significance Tests of the Score and Proficiency Differences between Taking P&P or KCA First
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The two critical pieces of information in Exhibit 12 are circled.  For the tests to be “positive” – that is, to indicate that student performance was influenced by a practice effect – the circled values would need to be “.05” or smaller.  They are not.  Taking the test twice did not significantly affect the differences in the scores or the proficiency rates between the KCA and the P&P.

Why is this important?  It is important because it supports the contention that the DT effect is real and legitimate – the higher of each double-tested student’s two score is the more valid score.

So, why is that important?  That is important because it supports the argument that the KCA and the P&P should be equated to adjust for not only the mode effect but also the DT effect – for not only double-tested students but also single-tested students.  In other words, the equating should adjust for not only the average difference between KCA and P&P results but also how well each student would have scored if he or she had taken the assessment in the mode that would have yielded his or her better performance.  

Of course, we cannot know with absolute certainty how a single-tested student would score in another mode.  But tried-and-true statistical techniques do exist for estimating with reasonable precision what a student’s KCA score would be from his or her P&P score, or vice-versa.  Such estimation would be based on the ranges of KCA scores observed in the double-test data that correspond to each particular P&P score or, conversely, the ranges of P&P scores observed in the double-test data that correspond to each particular KCA score.  After all, that was the motivation for collecting double-test data in the first place – to provide a basis for equating the two modes if they proved not to be comparable – not just for double-tested students but for all test-takers.

Ironically, as previously explained, counting each double-tested student’s higher score served as an incentive to motivate schools to participate in the double-testing.  Yet, the double-test data collected for the last two years have not been used by the state to conduct studies to investigate the comparability of the two modes and, if indicated, to equate the KCA and the P&P even for the Mode effect, let alone for the DT effect.  

The Technical Advisory Committee – composed of Professors Popham, Linn, Kolen, Pelligrino, and Thurlow - has twice rendered strong recommendations that Kansas conduct such studies.   In its peer-review guidance (OESE, 2004), the U.S. Department of Education has made such studies a criterion in evaluating the technical quality of state assessments and state accountability systems (see section 4.4).  Several renowned assessment theorists, researchers, and practitioners, as well as all the major sets of professional assessment standards, strongly recommend that such studies be conducted (see Paek, P., 2005; Wang and Kolen, 2001, as well as AERA, 1999; APA, 1986).  

For several months, on several occasions and in public venues, the state has promised that 2006 would be the year when an unassailable study would finally be conducted to either confirm the comparability of the KCA and the P&P or collect data with which the two modes could be equated.  (See http://www.ksde.org/outcomes/readassesssum.doc, page 2, under “Computerized Assessments” – last updated 8-2-05; or see (Randall, September 26, 2005 at 

http://www.ksde.org/assessment/assessguidelines.ppt#276,27,DoubleTesting ) . 
Yet, on December 5, 2005, the state divulged that it has decided that no comparability data will be collected during the 2006 assessment administration.  Despite the recommendations of the TAC and the U.S. Department of Education, no “scientific” study, employing a rigorous experimental design with counterbalancing and accounting of administration sequence will be conducted.  The explanation provided by KSDE is that “We will wait and see how the Feds respond to our peer review material” (KSDE staff person, personal correspondence.) 

Note: 
The distribution of this paper to KSDE, members of the Kansas TAC, and key personnel at the U.S. Department of Education, has recently led KSDE to reverse its decision.  Under the oversight of Professor Kolen of the Kansas TAC, CETE will design and conduct a comparability study on the 2006 state assessment data.  Accordingly, on April 1, 2006, this author submitted a brief paper to Kolen and CETE, et al, that called for the 2006 study to employ a repeated-measures design and, if indicated by a lack of comparability between the two modes, to equate the KCA and the P&P results to the distribution of higher scores obtained from the double testing, taking into account any mode effect and any DT effect.  No word has yet been received as to whether the suggestions have been considered and accepted.
Effects on School-level AYP Status

But, what if appropriate equating studies had been conducted in 2004 and 2005?  How much difference would equating have made?

The Wichita comparability study used the 2004 double-test to perform impromptu equipercentile and linear equating adjustments to simulate the AYP status of all Wichita schools, regardless of whether or not they participated in the double-testing.  Without even applying confidence intervals or figuring in Safe Harbor, the Wichita study found that 16 schools that did not make AYP in 2004 would have made AYP if the KCA and P&P had been equated to the distribution of higher scores.  Exhibit 13 displays these results.

Exhibit 13
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Although a formal simulation with the 2005 data has not yet been completed, preliminary analyses of the data suggest that the results for 2005 will be similar.

Near the beginning of this paper, it was stated:  “…A school’s AYP status or its chances of making Standard of Excellence should not depend on whether all students are tested via KCA, all students are tested via P&P, or some students are tested via KCA while others are tested via P&P.”
The Wichita study clearly shows that both AYP status and the chances that a school will make Standard of Excellence do depend on the mode in which each student is tested.  Without proper equating or without a perfect method of predicting which mode will elicit each student’s more optimal and valid performance, the proficiency rates of schools have been - and likely will continue to be - underestimated.  

This holds not only for schools that double-tested but even moreso for schools that opted to do KCA only or P&P only.  Not only in Wichita but across the entire state, thousands of schools have assumed that their state assessment results are pure reflections of what their students know and can do, that the mode of testing makes no difference, and that the new generation of tests will be even better than the last.

That is why the news that only one form of the P&P would be available in 2006 was so shocking.  With only one P&P form but four or more KCA forms, the differences in scores and proficiency rates will probably increase, as will be demonstrated below.  Further, with only one P&P form but four or more KCA forms, the proper and accurate equating of the KCA and P&P cannot possibly occur – even if the state were inclined to conduct such a study.  This is so because equating can be done only when tests measure the same thing and with equal precision (Porter, 1991; Linn and Kiplinger, 1994).  As will be shown in a moment, the difference in content coverage and measurement precision due to the disparity in the number of test items employed by the KCA and the P&P in 2006 now casts considerable doubt upon whether the two modes of testing will yield results that could ever be equated.
PART II:  Substantive Comparability

As far back as December 18, 2003, KSDE had formally approved two resolutions by the Kansas Assessment Advisory Council that: 

· “schools must receive individual student reports of assessed indicators,” and 

· “there will be the same number of versions of the paper/pencil and computer-based tests available through 2006-2011 testing cycle” 

(See the KAAC’s PowerPoint presentation to the 2004 State Test Coordinator’s Conference in Salina, at http://www.ksde.org/assessment/kaachenrysanmartin.ppt ).  

KSDE’s recent decision to provide an unequal number of P&P and KCA test forms both contravenes the agreement and, more importantly, jeopardizes the substantive comparability of the dual-mode state assessment system.

Using one paper-and-pencil form (P&P) but four or more KCA forms jeopardizes substantive comparability by impacting the state assessment results in three ways:  (1) it will impact content coverage and thus construct validity (2) it will impact precision and thus reliability; and (3) it will impact scores and thus performance level classifications and proficiency rates.

Impact on Content Coverage and Construct Validity

When combined to make school-level or district-level decisions, the multiple KCA forms – five in math and 4 in reading - will provide greater content coverage than will the one P&P form in terms of depth, breadth, or both.  The multiple KCA forms will combine to provide much “deeper” content coverage to the degree that their items are “clones” of each other (see Exhibit 14) – that is, that they measure particular indicators in exactly the same way and with the same level of difficulty and discrimination.  Conversely, to the degree that their items vary in what or how they measure different indicators, or in their levels difficulty and discrimination, the four KCA forms will provide much “broader” content coverage.

Exhibit 14
Simple Examples of “Cloned” and “Not Cloned” Items
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Note: 
Item A and Item B are clones because they measure exactly the same skill, in exactly the same way, with exactly the same kind of item.  Although Item C and Item D use the same kind of item, they are not clones because they measure different skills (addition and multiplication) while Item C and E are not clones because they use measure the same skill with different item types.

“Deeper” content coverage is associated with greater reliability.  “Broader” content coverage is associated with greater construct representation and, therefore, with greater validity.  There usually is a trade-off between validity and reliability.  The trade-off is remedied conventionally through increasing the length of the test by adding more test items.  

Four KCA forms in reading, for example, will mean that school-level assessment results will be based on four times as many items, which will tend to balance out the trade-off between validity and reliability at an acceptable level.  This will not be the case with only one form of the P&P.

Exhibit 15 provides visual displays of deep and broad content coverage.  The example assumes a unidimensional construct – for example, “Literal Comprehension” – measured by 10 items per form.

Exhibit 15
Visual Displays of “Deep” and “Broad” Content Coverage
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Given that any individual student will take only one form of the test, the number of forms will not affect student-level results.  In this example, each student would take a 10-item test, whether it is administered as a computer-based assessment or in traditional paper-and-pencil mode.

However, at the level of the school, district, or state, the number of forms makes a difference.  No matter how they are spread across Forms A through D, the 40 KCA items would provide much better coverage of the “Literal Comprehension” construct than would the 10 P&P items included only on Form A.  As a result, the KCA will enable inferences to be drawn or decisions to be made about program or school effectiveness that are much more trustworthy.  Being based on only one-quarter as many items, the P&P will provide indicator-level instructional reports that are pretty much worthless.  Having only one or two items per indicator would hardly provide a dependable basis on which to group students or adjust instruction.

Thus, having only one P&P form will affect scores and proficiency rates not only in the short run (by precluding the conduct of an appropriate KCA-P&P equating study) but also in the long run.  By minimizing form, mode, and DT effects, equating the KCA and the P&P merely would enable more accurate comparisons of existing proficiency to be made.  But, it is the quality and accuracy of the indicator-level instructional reports that enable teachers to actually raise the true achievement levels within their schools.  In this respect, P&P users will be at a serious disadvantage in the long run.  Even if a second P&P form is added next year, as KSDE has promised, the KCA versions of the state assessments would still consist of twice as many items, and the P&P would be half as dependable.

Impact on Precision and Reliability

When combined to make school-level or district-level decision, the four KCA forms will yield results that are more precise and more reliable than would any single form of the test.  Greater measurement precision is especially important in two situations:  (1) when classifying “borderline” students as either Basic or Proficient and (2) when computing confidence intervals for AYP determinations, when computing Safe Harbor, and when computing confidence intervals for Safe Harbor determinations.  Greater measurement precision reduces the risk that a “borderline” student, school, or district will be misclassified.
The standard error of the mean, which represents the spread of individual scores around the average score, is an indicator of measurement precision.  The smaller the standard error, the more precise is the measurement.  As shown by Exhibit 16, the standard errors from the four forms of KCA will be roughly two times more precise than any one P&P form.
Exhibit 16
Comparison of Standard Errors Derived from One Form and Four Forms

(Grade 7 Math – 2004)
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Exhibit 16 indicates that standard errors derived from one form will be nearly twice larger than the standard errors derived from combining four forms.  Consequently, measurement precision will be half as great.  In addition, the observant reader will have noticed the good news:  the measurement precision with both one form and four forms is greatest near the cut point between Basic and Proficient.  This point is demonstrated visually in Exhibit 17.

Exhibit 17
Scatterplot of Standard Errors Derived from One Form and Four Forms

(Grade 7 Math – 2004)
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Although the best level of score precision with one form is not much better than the worst level of precision with four forms, every little bit helps, given that the greatest disparities between the KCA and P&P proficiency rates occur in the score range between the Basic and Advanced levels, especially on either side of the cut point between the Basic and Proficient levels, as illustrated in Exhibit 18.

Exhibit 18
Control Graph of the Difference between the KCA and P&P Proficiency Rates

Along the Total Score Continuum
(Grade 4 Math – 2004)
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Exhibit 18 is a control chart.  Control charts serve as a graphical aid for evaluating the variability in a manufacturing or quality control process, such as the production of electronic components or the management of water pollutant levels.  But they are readily applicable to evaluating differences in proficiency rates.  By distinguishing between acceptable and unacceptable degrees of variability in the process of assigning students to performance levels, one can identify where the process may need adjustment.

It is worth noting that the red line extending horizontally from – 4.93 on the vertical Y-axis represents the mode effect – the average difference in grade 4 math proficiency rates (as opposed to toal percent-correct scores) across the entire score scale.  It shows that, on average, the KCA proficiency rate was 4.93 percentage points less than the P&P proficiency rate.  Meanwhile, the black line that fluctuates so drastically at the Basic-Proficient cut point of 48 on the Total score scale depicts the DT effect.

For easier interpretation, Exhibit 19 replaces the Total score continuum with the five state assessment performance level classifications.

Exhibit 19
Control Graph of the Difference between the KCA and P&P Proficiency Rates

Along the Five Performance Level Classifications
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Exhibit 19 clearly shows that the process of classifying students into performance levels is most out of control right at the point where the greatest accuracy for AYP purposes would be most desirable – at the delineation between Proficient and Below-proficient.  

The additional lack of measurement precision that will ensue from having only one P&P form but four or more KCA forms will only exacerbate the situation, as indicated in Exhibit 20.

Exhibit 20
Control Graph of the Difference between the KCA and P&P Proficiency Rates

With Only One P&P Test Form
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The pattern in Exhibit 20 is the same as the pattern in Exhibit 19.  But the magnitudes of the differences have increased.  The Mode effect has increased from 4.93% to 9.43%.  The difference at the Proficient-Below Proficient distinction has increased from slightly more than 15% to more than 30%.  

The disparity in proficiency rates between the KCA and the P&P has been serious enough for the last two years without doubling it, which is likely what will occur with only one P&P form but four or more KCA forms.

Impact on Scores and Proficiency Rates

When combined to make school-level or district-level decisions, four test forms will provide estimates of performance better than will any single test form with respect to not only precision but also form equivalence.  This is so because, even after the test forms are equated on a statewide basis, between-form differences still exist at the district and school levels.  With four forms, the differences tend to “average out” toward the middle.  But with only a single form, no such averaging out can occur.   So, if the P&P test-takers are assigned to one of the more difficult forms of the new assessment, they will clearly be at a disadvantage.

Consider the Grade 8 reading scores of the 48 students who double-tested in 2004 at Marshall Middle School.  Their results are presented in Exhibit 21.  

What if only one form of the P&P had been available – say, Form 80?

Exhibit 21

Grade 8 Reading – 2004:  Marshall Middle School
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For Form 80, the average P&P score was 79.6, while the average KCA score was 77.1 – a difference of 2.5 points.  Given only one P&P form, the average P&P score is also 79.6.  However, given four KCA forms, the “averaging out” leads to an overall KCA average score of 79.3 – only 0.3 points lower than the P&P score.  

So, how does one form versus four forms affect the P&P and KCA proficiency rates?

The general relationship between the mean score and proficiency rate can be derived from a regression analysis and expressed as:

(Total x Slope) + Intercept = Proficiency

Thus, for Wichita’s grade 8 results:

P&P Proficiency = (79.6 x 5.128) – 363.499 = 44.69 % Proficient

KCA Proficiency = (79.3 x 4.185) – 271.404 = 60.47 % Proficient
Bearing in mind that the AYP goal for grade 8 reading in 2004 was 57.3% proficient, the KCA test-takers as a group made AYP while the group of students who took Form 80 via P&P did not make AYP.  The easier KCA forms balanced out the more difficult KCA forms.

So, what would have happened if four P&P forms had been available?

Exhibit 22 provides all of Marshall Middle Schools actual double-test scores from 2004.

Exhibit 22

Grade 8 Reading – 2004:  Marshall Middle School
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Form 28 was more difficult than Form 80.  Form 45 and Form 62 were easier.  Combined, they yielded an overall average score of 81.3.  In turn, the overall average yielded a proficiency rate of 58.3%.  This is one percentage point above the AYP target of 57.3%.

P&P Proficiency = (81.3 x 4.278) – 289.478 = 58.32% Proficient

Further, having only one P&P form compared with multiple KCA forms will have an adverse effect on the stability of scores and proficiency rates across years.  Having multiple test forms tends to “average out” not only between-form differences in a single year but also fluctuations in performance over time.  Consider the grade 5 reading proficiency rates at Lewis Elementary.

Exhibit 23
Lewis Elementary – Grade 5 Reading Proficiency in 2004 and 2005 by Form
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From 2004 to 2005, the proficiency rate at Lewis decreased by 5.2 percentage points on Form 19 but increased 28.6 percentage points on Form 36.  With two forms, the decrease and the increase tended to “average out” – that is, they offset each other – yielding an overall proficiency rate that increased by a more modest but still praiseworthy 12.1 percentage points.  Given the random distribution of test booklets to students within classrooms, the ability levels of the students who took each form were probably fairly comparable.  Thus, the differences in difficulty are more likely associated with the specific content included on each form of the test.  Consequently, if Lewis had administered only Form 19, the school would have experienced a decline in performance, and it would have failed to make AYP.  Conversely, if Lewis had administered only Form 36, the school’s performance would have appeared overly inflated.

Clearly, having only one P&P form compared with multiple KCA forms places P&P test-takers at a disadvantage.  Clearly, the P&P and the KCA are not substantively comparable.  Clearly, the state has broken its promise to maintain a dual-mode state assessment that is equitable.  

PART III:  Conclusions and Recommendations
The Consequences
The state’s declaration that the KCA and the P&P are statistically comparable – that they yield interchangeable results – was based on a small study conducted in 2003 that examined only the average grade 7 math scores of regular education students who took the test without accommodations.  The findings of the state study led the KCA in 2004 and 2005 to be authorized for full implementation at all grade levels, with all students, and with all test types.  The state assessments have thus underestimated the achievement and progress of many students, many schools, and many districts.  Many schools undoubtedly did not make AYP or Standard of Excellence because they did not test each of their students in the mode that would have elicited his or her optimal and thus more valid performance.

For two years, the state has encouraged schools to double-test as many students as possible so that data for comparability studies – and, if indicated, equating studies – could be conducted.  The data have not been used.  Yet, despite the debut of a new generation of assessments, the state has only recently reversed its decision (a direct result of this paper) not to conduct a comparability study in 2006.  There now is a glimmer of hope that student, school, and district proficiency rates will no longer be underestimated.  Concern remains, however, that the lack of comparability between the KCA and the P&P will persist unless the test forms are made equal in number and unless the administration modes are properly equated, as suggested here in this paper.  

Concern also remains high for the dual-mode assessment systems in states other than Kansas.  The comparability and equating issues involving Kansas certainly generalize to any other district or state that maintains a dual-mode assessment system.
Therefore, it is imperative that other researchers and assessment contractors and practitioners

1.
provide the same number of PPT and CBT forms.

2.
ensure that not only scores but also classifications and proficiency rates are interchangeable.
3.
employ a repeated-measures design to account for both components of provisional proficiency – i.e., both the mode effect and the DT effect.

4.
design a study that minimizes the burden on schools.

5.
provide schools with substantive incentives to participate willingly in the data collection.
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� 	First, cheating might consist of using “instant” CBT results to provide a student with remedial instruction before he or she takes the PPT version of the test.  But such a practice occurs infrequently and would lead to invalidation of the student’s scores.  Second, there is neither theory nor empirical evidence to suggest that lucky guessing occurs more frequently in one mode than in another.  Third, proper counterbalancing of administration sequence would prevent any practice effect that might affect the double-test data.


� 	Double-testing involved testing a student twice – once in each mode – with parallel forms of the assessment.  Ostensibly, the incentive of counting the higher of each student’s two scores was intended to encourage school participation in double-testing in order to increase the amount of double-test data collected.  However, the incentive also was intended to motivate schools to participate in KCA testing, thereby accelerating the momentum toward KCA.  





� 	Too few high school students double-tested in Wichita – 13 for grade 10 math and 22 for grade 11 reading – for the Wichita study to examine comparability at the high school level.





� 	This mean difference represents what is referred to conventionally as the mode effect – the difference between the average CBT score and the average P&P score.


� 	If P&P results were equated arbitrarily to CBT, or vice-versa, the final proficiency rate in this example would increase to 46% or 49%, respectively.
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