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N.B.  This is the third in a series of three papers.  The first paper, presented at the annual AEA-Europe conference on Malta in November 2009, sets forth the conceptual foundation of an empirical approach to evaluating the instructional sensitivity of large-scale accountability assessments.  The second paper, presented at the 2010 AERA conference in Denver, details the evolution of the approach in conceptual and practical terms.  This third and final paper in the series presents and interprets the results of the study.

INTRODUCTION
Background
We live in an era of test-based accountability systems.  Schools with higher proficiency, readiness, or growth rates are perceived as better than schools with lower rates of proficiency, readiness, or growth.  Teachers whose students exhibit higher average rates of proficiency, readiness, or growth are deemed more effective than teachers whose students exhibit lower average rates.  The logic of these systems assumes that test scores reflect the effects of instruction with sufficient accuracy to support accountability decisions, that the assessments successfully distinguish well-taught from not so well-taught students.  Instructionally sensitive assessments do this.  Instructionally insensitive assessments do not.  Instructionally insensitive assessments instead differentiate higher-performing from lower-performing students without disconfounding true instructional effects from instructionally irrelevant factors such as differences in socioeconomic status, inherited academic aptitude, and a wide variety of other instructionally-irrelevant contaminants.  To be instructionally sensitive, an assessment must enable true instructional effects to be distinguished from instructionally irrelevant factors.   

It is important to note that instructional sensitivity is an aggregate concept.  It pertains to inferences regarding groups – for instance, a classroom, a grade level, or an entire school – derived from the performances of individual students.  Conversely, instructional sensitivity does not matter when inferences and stakes are attached to the  student.  All we care about at that level is whether a student meets or exceeds a cut score.  The sources of the student’s knowledge and skill do not matter.  All that counts is whether or not, or the degree to which, the student possesses the knowledge, demonstrates the skill, etc.  However, when accountability decisions are directed at schools or teachers, then we must base those decisions only on school or teacher effects.  All other sources of student knowledge and skill, or test-related factors that influence the assessment outcomes, become irrelevant to those decisions.  An instructionally sensitive assessment measures how well students have been taught, not how much students have learned.  
A Call to Action


In An Open Letter to State Assessment Directors, Popham (2008) called upon state departments of education to evaluate their current accountability tests for those tests’ instructional sensitivity, using both judgmental and empirical approaches.  He presented compelling rationales for doing so:  Instructionally insensitive tests do not provide data that support valid accountability or instructional decisions.  Bad decisions, of course, are both unfair and demoralizing.  Worse, they yield dire educational consequences.  As Popham (2010) points out, lower performing schools may abandon promising instructional techniques because they did not cause the school to make AYP during their first year of implementation.  Conversely, high performing schools may retain ineffective instructional practices because the school made AYP despite the mediocrity of those practices.  Popham likened the potential to increase instructional sensitivity to efforts that successfully reduced assessment bias.  He even provided illustrative materials to guide judgmental reviews and empirical appraisals of instructional sensitivity. 
The Need in Kansas


The need for Kansas to undertake such a study seemed obvious.  The disparities in student performance among the six largest public school districts in Kansas, displayed in Exhibit 1, are large.
Exhibit 1
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Olathe 05 52
Shawnee Mission 89 401
Topeka 752 236
Wichita 607 26
Kansas City 733 147
Statewide Average 844 345
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If accepted at face value, the state assessment results show that instruction in Kansas City, Topeka, and Wichita is egregiously ineffective.  One would almost certainly conclude that these districts must certainly deserve the sanctions to which they have been subjected under NCLB and the state’s accreditation system.  Yet, simple common sense leads one to doubt that instructional quality could possibly differ that drastically across the districts.

The relationship between student achievement and poverty, for example, has been well documented at least since publication of The Coleman Report (1966).  Exhibit 2 demonstrates that a near-perfect inverse relationship exists between poverty and student performance on Kansas’ state assessments:  the lower the poverty, the higher the percentages of students classified as Exemplary, or even as proficient.  Unless the instruction in the wealthier districts truly is that much better than the instruction in the poorer districts, the state assessment results must be registering instructionally irrelevant factors - not only SES but also racial differences and the special challenges faced by English Language Learners (ELL) and Students with Disabilities (SWD).  

Exhibit 2
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Clearly, low-income and at-risk students are more prevalent in large urban districts such as Wichita and Kansas City than in affluent suburban districts such as Blue Valley and Olathe.  Could it be that lower test scores and proficiency rates in urban districts tend to mask the positive effects of instruction, making it appear – quite erroneously - that instructional quality and school effectiveness in the suburban districts are superior?   The answer could be “Yes” if the assessments lack instructional sensitivity.

A District-initiated Study
Despite the circumstantial evidence that its state assessments are insensitive to instruction, Kansas did not heed the call to action in Popham’s Open Letter.  Nor by the spring of 2009 had Kansas expressed willingness to do so.  In response, three of the largest school districts in Kansas – Kansas City, Manhattan, and Wichita – agreed to cooperate in a research project to appraise the instructional sensitivity of the Kansas state assessments in reading and math.  Initiated by Wichita, the study’s design was guided at first by the empirical approach to appraising instructional sensitivity that Popham described in his Open Letter.  


In essence, the design called for item-level performance contrasts between the most effectively taught and least effectively taught students.  To define these students groups, teachers would be presented with a complete list of tested indicators and asked to divide those indicators into three approximately equal-sized groups according to the relative effectiveness with which the teacher taught those curricular aims.  After matching student assessment data with the teacher ratings, t-tests would be run – item by item for each indicator - to compare the performances of the most effectively taught group and the least effectively group.  Large and significant p-value differences in favor of the most effectively taught students would signal instructional sensitivity.  Small non-significant differences, or differences in favor of the least effectively taught students, would represent instructional insensitivity.  


As the study progressed, however, a variety of practical constraints and preliminary findings raised several conceptual and methodological concerns about the initial design and plan of analysis.  Item-level differences were abandoned in favor of indicator-level analyses, mainly because Kansas does not release test items or item-level data for either instructional or research purposes; the smallest reporting unit is the indicator.  Further, t-tests were abandoned in favor of accuracy-focused approaches – first, the Malta Index and, ultimately, ROC analysis.  Because these issues and revisions are discussed in detail by Court (2010), we shall not rehash them here in this paper.  Rather, we shall focus on the findings, which should be of interest nationally because the Kansas assessments, by their nature and design, held the promise of being one of the more instructionally sensitive state assessments.  If the Kansas assessments lack instructional sensitivity, then it is unlikely that most other state assessments are sensitive to instruction.  The same holds true, of course, for the next generation of assessments currently under design.  
Method
This study appraised the instructional sensitivity of the Kansas state assessments in reading and math at grades 3 through high school.  The 2x2 contingency table in Exhibit 3 illustrates the logic of the appraisal applied to a perfectly sensitive test item.

Exhibit 3
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Conceptually, the logic is straightforward.  One would expect the most effectively taught students to answer the item correctly, while less effectively taught students would answer the item incorrectly.  The degree to which actual performance corresponds with expectation reflects the degree to which the item is sensitive to instruction.  That is, (A + D)/N serves as an adequate appraiser of instructional sensitivity.  Meanwhile, the results in Cell B and Cell C represent false passes and false fails attributable, respectively, to instructionally irrelevant easiness (Cell B) or instructionally irrelevant difficulty (Cell C).


Instructionally irrelevant easiness (II-E) refers to test-takers performing well when they were expected to perform poorly.  Conversely, instructionally irrelevant difficulty (II-D) refers to test performance that is lower than expected.  Instructionally irrelevant easiness may be attributed to many causes - for instance, to prior knowledge or other affluence-related advantages, inherited academic aptitude and cognitive function, lucky guessing, excessive test preparation that yields only short-term learning gains, or poor item writing that allows the distractors to be eliminated without the student having direct knowledge of the correct answer.
  Instructionally irrelevant difficulty on the other hand may involve, for instance, a lack of prior but requisite preparation
, poverty-related disadvantages, a cognitive or behavioral disability, illness, low motivation, a language challenge, a misalignment of instruction with test content, or poor item writing that causes the test-taker to misunderstand what is being asked.  

In short, instructionally irrelevant contamination differs from the more sophisticated concept of construct-irrelevant variance (Messick, 1989).  For our purposes, instructional irrelevance refers simply to sources of student performance that are unrelated to the standards-based instruction provided by the current teacher.  

The Kansas Assessments


As per NCLB requirements, Kansas administers a reading assessment and a math assessment annually to all students in grades 3 through 8.  Students in high school, under opportunity-to-learn provisions, are assessed as soon as they complete the requisite coursework; and they are allowed two chances to pass.


Kansas identifies a manageable number of instructional objectives to be assessed – a maximum of 16 in reading and 15 in math – and uses from 4 to 8 items to measure student acquisition of the knowledge and skill associated with each objective, which in Kansas parlance are called indicators.

Neither performance levels nor a pass-fail cut point is set for individual indicators.  Because the Kansas content standards are not vertically articulated, the tests are not vertically equated.  The best one can do to track individual student progress across grades is to compare total score performance levels, inasmuch as the “Meets Standard” standard is intended to represent being “on grade level” in any given year.  

Analyses

A fundamental tenet guiding this study is that analysis should be kept as simple, straightforward, and “low-tech” as possible. Thus, ROC Analysis (Fawcett, 2004) served as the primary appraisal technique.  ROC analysis is conceptually adaptable to the contexts of educational accountability and to appraising instructional sensitivity in particular.  At the heart of ROC analysis lies the ROC curve, which is created by plotting the true pass rate values on the y-axis and the false fail rate values on the x-axis of a graph, as illustrated in Exhibit 4.  


ROC curves can be used to judge the trade-off between the true pass rate and the false failure rate in order, for instance, to set optimal cut scores that best balance Type I (false pass) and Type II (false fail) error.  However, for purposes of appraising the instructional sensitivity of particular indicators, we more concerned with how the true pass rate co-functions with the false pass rate to appraise the accuracy with which one or more test items or indicators classify students.  In ROC analysis, this joint functioning is represented by the area under the curve, or AUC, which is equivalent conceptually to the (A + D)/N formulation.  The AUC has also been shown to be equivalent to the Wilcoxon ranks test (Hanley & McNeil, 1986), as well as similar to a variety of effect sizes, including Cohen’s d, Glass’s g, eta-squared, Pearson’s r and r2, and the Mantel-Haenszel common odds ratio (Court, 2010).
Exhibit 4
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In software such as SPSS, conducting a ROC analysis is simple and straightforward.  One merely specifies a binary, nominal-level “state” (independent) variable and one or more “test” (dependent) variables.  Departing dramatically from our initial adherence to Popham’s plan, we created a binary state variable by dichotomizing differences between the 2008 and 2009 performance levels assigned to students on the basis of their total test scores.  Kansas reports five performance levels:  Academic Warning, Approaches Standard, Meets Standard, Exceeds Standard, and Exemplary.  Thus, a 

“1” represented either a gain of at least one performance level – say, from Approaches to Meets – or maintenance of Meets Standard or better.  A “0” represented either a decline of one or more levels or maintenance below Meets Standard.

The abandonment of teacher judgments in favor of this “empirical detection” approach is detailed by Court (2010), as well as by Herrera and Wang (2010).  One benefit of using the dichotomized difference as the state variable is that we could appraise all indicators simultaneously.  Another benefit is that teachers could be assigned to the “Most effective” or “Less effective” groups independent of whether their classes were populated by generally low-scoring or high-scoring students.  This, in turn, allowed the indicators to be appraised in terms of their sensitivity rather than in relation of what they contributed to total test score, proficiency, and the like.  In short, the formulation represented a quasi-independent gold standard.

For the dependent “test” variables, we used the 2009 teacher-level indicator scores.  At the level of the individual student, Kansas reports indicator scores in a percent-correct metric.  That is, an indicator consisting of four items, for example, could have five possible values:  0 (none correct), 25 (one correct), 50 (two correct), 75 (three correct), or 100 (all four correct).  However, for our sensitivity appraisals, we combined individual student data to create teacher-level scores.  These are what we used as the dependent variables in the ROC analyses.
ROC Acceptability Criteria


Hanley and McNeil (1982) devised formal methods for evaluating the AUC as an improvement over chance, as well as for comparing the magnitudes of different ROC curves.  However, because formal evaluation depends upon the standard error and because the standard error is influenced by sample size, the formal method tends to over-estimate the statistical significance of the difference between the AUC value and chance when sample sizes are large.  Alternatively, the AUC can be informally evaluated with a rule-of-thumb interpretation proposed by Hosmer and Lemeshow (2000), shown in Exhibit 5:

Exhibit 5
	Range of AUC Values
	Description
	Grade

	.90 to 1.00
	Excellent
	A

	.80 to .90
	Good
	B

	.70 to .80
	Acceptable
	C

	.60 to .70
	Poor
	D

	.50 to .60
	Useless
	F


In general, a test item or indicator with an AUC value less than .70 is considered insensitive to instruction, and a value between .70 and .80 is considered only marginally sensitive.  For appraising the instructional sensitivity of tests used to support high-stakes accountability decisions, one would desire AUC values above .80 and, preferably, above .90.  This is so because the area above the curve (i.e., 1 - AUC) can be interpreted as representing the amount of instructionally irrelevant contamination.  That is, for an AUC of .85, for example, the amount of contamination is 1 - .85 = .15 = 15%.

RESULTS
For the sake of brevity, the findings of the sensitivity appraisals will be reported here in terms of indicator number.  To find the content standard measured by each numbered indicator at a particular grade level, simply click on the corresponding link in the table below.  Doing so will leads to the grid that was used to collect teacher ratings of their instructional effectiveness in accordance with the original design of the study.
Links to Rating Forms

	ISS Rating Form – Grade 3

	ISS Rating Form – Grade 4

	ISS Rating Form – Grade 5

	ISS Rating Form – Grade 6 Math

	ISS Rating Form – Grade 6 Reading

	ISS Rating Form – Grade 7 Math

	ISS Rating Form – Grade 7 Reading

	ISS Rating Form – Grade 8 Math

	ISS Rating Form – Grade 8 Reading

	ISS Rating Form – Grade 11 Math*

	ISS Rating Form – Grade 11 Reading*



Indicator-Level Sensitivity

Exhibit 6 provides the AUC values for reading.  Exhibit 7 provides the AUC values for math.

Exhibit 6
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Exhibit 7
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According to the criteria set forth by Hosmer-Lemeshow (2000), only one reading indicator and only three math indicators attained the minimal level of acceptability.  In turn, Exhibit 8 provides the mean AUC values for each subject, which serve as overall summaries of the instructional sensitivity at each grade level.
Exhibit 8
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Further, Exhibit 9 displays the overall ROC curves for each reading indicator across all grade levels, and Exhibit 10 provides a similar display for math.
Exhibit 9
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Exhibit 10
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Discussion
The results indicate clearly – albeit, preliminarily - that the Kansas state reading and math assessments lack instructional sensitivity.  Presumably, the lack of instructional sensitivity stems from a combination of three sources:  (1) the content, wording, and format of the individual items, (2) the criteria for selecting items for inclusion on the assessments, and (3) the rules for assembling the items into indicators.  

A review of the Technical Manual reveals that the individual items were rigorously scrutinized, both judgmentally and empirically, for gender and racial/ethnic bias and for technical flaws (e.g., ambiguous phrasing, no correct answer, more than one correct answer, etc.), as well as for alignment and fidelity to the content standards.  Although the items were not examined explicitly for SES-related bias that would reduce instructional sensitivity, the item reviews that were conducted would certainly have led to many insensitive items to be revised or replaced as a matter of coincidence.  How any insensitive items made it onto the test nonetheless cannot be determined from our vantage point.  Nor can we state with any certainty how many insensitive test items would need to be on the test to yield such low levels of instructional sensitivity.  We can speculate, though, that it would require more than a few.  Therefore, we would argue, that insensitive items are not the sole cause of the problem.

The Technical Manual also reveals a potential second source of insensitivity:  items that are too easy (p > .70) or too difficult (p < .30) are excluded from the test, despite the fact that, all else being equal, these are the items that best show whether teachers have taught effectively or ineffectively.  Such exclusions belong to the domain of student-level norm-referenced testing, whose purpose is to maximize the separation between students so that their relative standing can be described in precise terms.  We cannot be sure but we suspect that Kansas used these NRT-based item-selection criteria because they tend to yield high reliability coefficients.  Although the Technical Manual did not include comprehensive information regarding the distributions of p-values either across each grade level assessment or for each specific indicator, a summary of the first fifty items of the grade 3 math assessment, displayed as part of a DIF table, revealed a mean p-value of .58022 and a standard deviation of .09683.  That is, roughly 95% of the items were distributed widely across a range extending from a p-value of .39 to a p-value of .78.  This is consistent with norm-referenced rather than criterion-referenced selection criteria.

Third, the Manual does not describe the rules or procedures for assembling individual items into indicators.  However, during a very recent telephone conversation, the CETE staff member who actually performed the work of assigning the test items to forms confirmed the following:  the overarching concern when assembling items into indicators was to balance both content and difficulty across multiple test forms for the same grade level.  To balance difficulty in order to minimize form-equating differences, deliberate attempts were made to distribute p-values as widely as possible across indicators and test forms.  In short, each indicator is indeed a mini-NRT.  This revelation confirms the findings of a simulation study conducted by Court (2010), which found that the instructional sensitivity of a five-item indicator could be increased from .675 to .794 even though each item in the pool exhibited identical AUC values of .625.  The increase was caused by using the CRT method of constructing the indicator with items whose p-values were all similar (.70) rather than by using the NRT method of selecting items whose p-values are widely distributed (.30, .40, .50, .60. and .70).

Implications and Conclusion

Based on these findings, the Kansas assessments are not instructionally sensitive to a degree adequate for supporting the accountability decisions that have been rendered since 2006 on the basis of the assessment results.  The obvious implication is that many Kansas schools and districts that have been placed on improvement might not have deserved the sanctions they received.  Conversely, many schools and districts that have routinely made AYP and even the Standard of Excellence may not have merited such a distinction.  In short, the assessment results have mainly reflected what students have brought with them to school rather than what they learned in school during the current school year.  Put bluntly, the assessments have mainly been measuring instructionally irrelevant inputs rather than true instructional effects.

Beyond the obvious lie two additional insights.  First, given the promise that the Kansas assessments would be one of the most instructionally sensitive state assessments in the nation, one must wonder about the accountability assessments in other states.  

Second, one must worry about the next generation of assessments currently being designed by the PARCC and SBAC consortia.  The complexity and ostensible rigor of the Common Core standards seem more susceptible to instructionally-irrelevant factors such as relative affluence and raw academic aptitude.  Similarly, prospects of computer-adaptive testing, as well as of constructed response items and performance tasks seem to invite contamination of instructional effects.  Further, employing NRT rather than CRT methods of item selection and test construction will likely doom the assessments to be even less sensitive to instruction than is the current generation of assessments.

It is therefore imperative that the U.S. Department of Education quickly make instructional sensitivity…


· An essential component in reviews of RTTT funding applications

· A critical element in the approval process of state and consortia accountability plans
· A technical adequacy criterion in any pending Peer Reviews of the current state assessments
When the Department revised its Peer Review Guidance (2007) to include alignment as a critical element of technical quality, states were compelled to conduct alignment studies that they otherwise would not have conducted.  Clearly, instructional sensitivity deserves similar Federal endorsement.
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� 	As an adjunct to this study, Court (2010) examined the relationship between instructional sensitivity and learning gains at Colvin Elementary, a particularly high-performing school in Wichita.  The school consistently makes AYP and also earns several grade-level and building-wide Standard of Excellence awards each year, which are particularly notable achievements given that more than 70% of the students are ELL and more than 90% reside in low-income homes.  The levels of instructional sensitivity obtained from the Colvin data were exceptionally high, even when compared with other high-performing schools.  Yet, when the performance of three cohorts of grade 5 students on the state reading and math assessments were compared with their subsequent performance on the state assessments during their middle school careers, Court found that the indicator scores and overall proficiency rates for these students plummeted…far lower than their counterparts from other high-poverty, high-ELL schools in the district.  The results of this study appear to confirm the finding of D’Agostino, et al (2007) that teaching to the test will lead to a gross over-estimation of instructional sensitivity.





� 	In simple terms, this means that the student was not adequately taught in an earlier grade; thus, the student lacked the prior knowledge or cognitive schema necessary to have benefitted from the current year’s instruction.  Of course, this would never occur unless the student had attended school in a different district and, most likely, in a different state.


� 	Ratings were not collected from high school teachers for a variety of logistical reasons.  However, the grade 8 and high school tested indicators are identical.  Therefore, the grade 11 links lead to the grade 8 rating forms.





