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INTRODUCTION
1.0  Background
In his An Open Letter to State Assessment Directors, Popham (2008) called upon state departments of education to evaluate their accountability tests on the basis of those tests’ instructional sensitivity, using both judgmental and empirical approaches.  He presented compelling rationales for doing so:  Instructionally insensitive tests do not provide data that support valid accountability or instructional decisions.  Thus, they yield dire educational consequences and are patently unfair.  Popham likened the potential to increase instructional sensitivity to efforts that successfully reduced assessment bias.  He even provided illustrative materials to guide judgmental reviews and empirical appraisals of instructional sensitivity. 

The need for Kansas to undertake such a study seemed obvious, given that the basic premise underlying any state accountability system is that effective instruction yields high percentages of students classified as proficient or better and that low proficiency rates indicate ineffective schools.  No allowances are made for differences in demographic distribution and no substantive safeguards exist to prevent teaching the test rather than to the content standards.


For example, the disparities in student performance among the six largest public school districts in Kansas are large.  

Exhibit 1

[image: image1.png]District 96 Proficient_% Exemplary

Blue valley 527 516
Olathe 05 52
Shawnee Mission 89 401
Topeka 752 236
Wichita 607 26
Kansas City 733 147
Statewide Average 844 345

AP Target for Grade § Reading in 2009: 79.7%
Cut scores: Proficient = 68% carrect; Exerplary = 88% correct





If accepted at face value, the state assessment results would demonstrate that instruction in Kansas City, Topeka, and Wichita is egregiously ineffective and that these districts deserve the sanctions to which they have been subjected under NCLB and the state’s accreditation system.  Yet, simple common sense should lead one to the following question:  Is the instruction provided by the schools in these districts actually that much worse than the instruction in Blue Valley, Olathe, and Shawnee Mission?  Something else – some other factor or factors – must be in play.  

The relationship between student achievement and poverty has been well documented at least since publication of The Coleman Report (1966).  Exhibit 2 demonstrates that Kansas is no exception.

Exhibit 2
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A near-perfect inverse relationship exists between poverty and student performance on the state assessments:  the lower the poverty, the higher the percentages of students classified as Exemplary, or even as proficient.  Unless the instruction in the wealthier districts truly is that much better than the instruction in the poorer districts, the state assessment results must be contaminated by instructionally irrelevant factors - not only poverty but also race and the special challenges faced by English Language Learners (ELL) and Students with Disabilities (SWD).  In fact, contamination by these factors may be so severe that state assessment results cannot serve as a fair and valid basis for judgments of instructional quality or for accountability-driven evaluations of districts, schools, or individual teachers.  
A District-initiated Study

Despite the circumstantial evidence that its state assessments are not instructionally sensitive, Kansas has not heeded the call to action in Popham’s Open Letter.  Nor by the spring of 2009 had Kansas expressed enthusiasm to do so.  In response, three of the largest school districts in Kansas – Kansas City, Manhattan, and Wichita - cooperatively initiated a research project to appraise the instructional sensitivity of the Kansas state assessments in reading and math.  The study’s initial design was guided by the empirical approach to appraising instructional sensitivity that Popham described in his Open Letter.  

In essence, we would contrast the performances of the most effectively taught and least effectively taught students.  To define these students groups, teachers would be presented with a complete list of tested indicators and asked to divide those indicators into three approximately equal-sized groups according to the relative effectiveness with which the teacher taught those curricular aims.  We then would match student assessment data with the teacher ratings and run t-tests – indicator by indicator - to compare the performances of the most effectively taught group and the least effectively group.  Large and significant differences in favor of the most effectively taught students would signal instructional sensitivity.  Small non-significant differences or differences in favor the least effectively taught students would represent instructional insensitivity.  


As the study progressed, however, a variety of practical constraints and preliminary findings raised several conceptual and methodological issues.  The original design underwent several revisions.  This paper discusses these issues and revisions.  Part narrative and part exegesis, it also describes, demonstrates, and compares the tactical variations employed in the collection, array, and analysis of the data, as well as in the interpretation of the results.  
1.1  Test Construction Methods
How could the state assessments be so contaminated and instructionally insensitive?  The answer is simple.  The methods used to construct accountability tests do not produce tests that are sensitive to instruction.  

Norm-referenced and Criterion-referenced Distinctions

The current model of standards-based assessment emerged as a crude morphing of norm-referenced and criterion-referenced testing and was invigorated by Federal mandate:

A State may include in its academic assessment system either (or both) criterion-referenced assessments and assessments that yield national norms, provided that, if the State uses only assessments referenced against national norms at a particular grade, those assessments are augmented with additional items as necessary to measure accurately the depth and breadth of the State’s student academic achievement standards.   (from Standards and Assessments Peer Review Guidance, revised December 21, 2007)
The crudeness of the morphing resulted from the pretense that ambiguously described standards are highly specified content elements and objectives and that construction methods using NRT criteria for selecting items support CRT reporting interpretation (Baker, 2009).  


More specifically, an NRT item may be indistinguishable from a CRT item.  The important distinction involves how items are selected and assembled into stimulus-based testlets (Wainer et al, 1991) or as stimulus-independent but conceptually related “bundles” (Douglas et al., 1996).  The criteria for item selection differ between NRTs and CRTs because, as Hambleton and de Gruijter (1983) noted, NRTs and CRTs serve different purposes and draw different inferences.  While NRTs draw inferences regarding samples of test-takers from a well-defined population of people, CRTs draw inferences regarding samples of items from a well-defined domain of content (Huang, 2004).  The purpose of NRTs is to make fine discriminations between test-takers, whereas the purpose of CRTs is to make a binary distinction between masters and non-masters.  Thus, to serve their different purposes, NRTs are constructed from test items that vary in difficulty with none being too easy or too hard.  The p-values (the percent of test-takers responding correctly) of NRT items measuring the same standard tend to range widely from .30 to .70 to better distinguish among low, mid-range, and high performers.  Therefore, because they contribute little to separating individual students, items that are too easy (p-value > .70) or too difficult (p-value < .30) are routinely excluded from the test.  The excluded items tend to be those that have been most or least greatly emphasized during instruction or that have been taught most or least effectively.  (At this point, the reader should be developing a clear understanding of why NRTs masquerading as standard-based assessment would tend to lack instructional sensitivity.)  

Further, NRTs will reject a particular item that fails to separate stronger from weaker test-takers, where stronger and weaker are defined according to overall performance on the test and represented, typically, by a point-biserial (item to total) correlation.  Consequently, the final assemblage of NRT items need not cover the content domain in depth.  In fact, NRTs may measure a particular curricular aim with just one or two test items because their purpose is merely to rank test-takers on an interval-level (1-99) percentile scale without describing what a student actually knows and can do.  

Unlike norm-referenced tests, CRTs cover highly specified content elements in depth with at least four test items that are similar in difficulty.  The CRT items that measure a particular content element or standard will be similar in difficulty and typically are aligned with the proficiency cut score of the overall test.  Thus, if the passing the test requires a score of 70%, item p-values will hover around .70, though some items above .90 may be included to provide motivation and test for mastery of certain essential knowledge and skill.

Including both masters and non-masters during field-testing allows the items to be analyzed for the ability to distinguish masters from non-masters.  Thus, rather than being concerned with a discrimination index or point-biserial correlation, CRTs set selection criteria for an item to evaluate its ability to distinguish dichotomously between test-takers who have mastered or not mastered the test content.  For instance, if 95% of the students who received instruction (the masters) correctly answer an item while the same item is answered correctly by only 25% of the students who did not receive instruction (the non-masters), the 75% difference would be interpreted as indicating that instruction had yielded a 75% gain in the knowledge or skill being measured.  Thus, as suggested by Berk (1980), good CRT items are those that 70-100% of masters correctly answer while 0-50% of non-masters correctly answer, resulting in a difference index that could range from .20 (70% - 50%) to 1.00 (100% - 0%).

Construction of the State Assessments in Kansas

The following excerpt from the Technical Manual (Center for Educational Testing and Evaluation, 2006) describes how items for the current generation of state assessments in Kansas were selected.
For multiple choice items, the classical test theory item difficulties and item discriminations were obtained by computing item means and item-test correlation coefficients. Item means and item-test correlations were represented by p-values and point-biserials, respectively. The p-value indicates the proportion of examinees responding correctly to an item, ranging from 0 to 1.0. The point-biserial gives a measure of the relationship between performance on an item and performance on the test as a whole and can range from -1.0 to 1.0. Further, statistics for each response alternative were also calculated and examined. The proportion of examinees responding to each response option was obtained, as well as the pointbiserials for each response choice. In addition, the proportion of a low ability (lowest 27% based on total score) group and a high ability (upper 27%) group responding to each choice option was obtained. The difference in p-values for these two ability groups on the correct answer choice yielded another index of item discrimination (Kelly index) that provided information about the item’s ability to differentiate between high and low scoring examinees.

Across all grade levels assessed and over the two content areas of Reading and

Mathematics, several thousand items were piloted and subsequently evaluated by CETE test

development staff using classical item analysis procedures described above. To assist in the pilot item review process, a set of rules were adopted to assist in identifying poorly functioning (items that are too easy, too difficult, contain errors, or have low or negative discrimination information, for example). The rules or criteria for identifying poorly functioning items were the following. Items were flagged for review if:

· rpb < .20 for the keyed (correct) response
· p > .95 or p < .25 for the keyed response
· rpb > 0 for any distractor (incorrect answer choice)

· p > .25 for a distractor for the high ability group OR p > .15 and rpb > .055 for the low
ability group

· the Kelly discrimination index for an item is less than .20

Each item that was flagged based on the criteria listed above was individually reviewed by CETE and KSDE. During these reviews, items were either accepted or rejected for the final pool of items. For items aligning to an indicator that had sufficient coverage in order to 
construct multiple test forms, the decision to accept or reject was the only one made for the particular item. Flagged items that aligned to indicators where coverage was an issue for the creation of multiple forms were examined more closely. Items found to be easily correctable 
or were judged to be conducive to a minor edit or modification with little or no effect on the original intent of the item (that is, no effect on indicator alignment or little effect on the item’s characteristics) were retained on a case by case basis. Any poorly functioning item retained was done so based on a judgment that the item was an appropriate (valid) measure of important grade level content, but that students were performing poorly on the item due to lack of instructional opportunity to learn the content.
The next excerpt describes how the items were assembled into test forms.
A review of the piloted item pool for Reading was conducted in a manner similar to the Mathematics item reviews. Pilot data were examined and poorly functioning items were flagged and reviewed. Surviving passages and items were compiled at each grade level, grouped by measured student learning outcome classification (standard, benchmark, indicator, subindicator). Passages were identified by type or genre (Narrative, Technical, Persuasive, Expository) based on the test specifications provided by KSDE. Additionally, the passages were examined based on their readability, word count, and indicator coverage. Passages and items were cast onto forms balancing difficulty at the text type and item indicator level. After all forms were constructed at a grade level, content and statistical reviews of each form were conducted. All items corresponding to an indicator across forms were examined to ensure content coverage. Statistical reviews were then performed, 
whereby average difficulty values were calculated at the test, passage, and indicator level across forms. Passages and items were moved across forms to ensure statistical similarity in terms of difficulty at the indicator and overall form level with consideration given to content representation. The lengths of passages and test questions were also controlled to minimize the structural differences between forms. In Reading, sufficient passages and corresponding items were available to construct 3-4 forms at a grade level. Preequating based upon pilot data allowed passage and items to be distributed across forms such that mean item difficulties were within .05 across forms at the passage type
1.2  A Brief History of Instructional Sensitivity Appraisal
The key concept underlying all empirical approaches to appraising instructional sensitivity dates back to Cronbach and Meehl’s (1955) group comparison method to document construct validity.  In essence, a group that receives a treatment administered to increase a certain attribute should perform better than a comparison group on a test designed to measure that attribute.  In other words, teaching leads to learning and, when learning is measured by tests, good teaching leads to correctly answered test items, to higher average test scores, and to higher proficiency rates.  So goes the logic of contemporary test-based accountability.  The logic would hold if those tests were instructionally sensitive.


Research into instructional sensitivity, per se, dates back more than forty years.  Initially, attention was focused on devising indices of instructional sensitivity that would enhance evaluation of item quality for criterion-referenced tests more suitably than the difficulty (p-values) and discrimination (point biserials) indices used in norm-referenced tests (Cox and Vargas, 1966; Hanna and Bennett, 1984; Kosecoff and Klein, 1974; Popham and Husek, 1969).  For CRTs, instructional sensitivity was considered an important attribute of validity (Linn, Baker, and Dunbar, 1991), as well as “essential to the theory of action underlying all accountability systems that intend to measure the deliberate effects of teaching and school” (Baker and Linn, 2004).  The early efforts to appraise instructional sensitivity are summarized by Haladyna and Roid (1981).


As accountability-driven testing evolved from NRT and CRT to performance-based and standards-based assessment (Baker, 2009), so did inquiries into instructional sensitivity.  A variety of classical, Item-Response Theory (IRT), and nonparametric approaches were employed to appraise instructional sensitivity (Muthen, 1988).  Studies of OTL (e.g., Stevens, 1993; Wang, 1998), alignment (e.g., Webb, 1999), and predictive accuracy (Roehrig, et al., 2007) diverged from instructional sensitivity.  Yet, all remained related to an overarching concern for validity (Baker, 2009).  Inquiries also began to look beyond flagging items that are insensitive to instruction toward identifying instructional methods that influenced item characteristics (D’Agostino, Welsh, and Corsin, 2007) and cognition (Pellegrino, 2010; Pellegrino, Chudowski, and Glaser, 2001).  A good summary of the more recent developments is provided by D’Agostino, Welsh, and Corsin (2007) and by Schutz (2007), who notes that accountability tests tend to correlate strongly both with socio-economic status and with scores on intelligence tests.


Nonetheless, despite the brighter horizon always promised by theory and research, the current reality remains.  Instructionally insensitive assessments continue to serve as the basis for evaluations of instructional quality and accountability-based judgments of districts, schools, or individual teachers, as well as for allocating funding, for assigning students to courses and interventions, and for guiding curricular and instructional decisions.  Devising and implementing viable methods to collect, analyze, and interpret data for appraising the instructional sensitivity of current and future accountability tests remains of paramount concern.

PRACTICAL CONSTRAINTS AND TACTICAL VARIATIONS
2.1.  Practical Constraints
This paper’s primary purpose is to discuss the tactical variations employed in this study rather than to provide a comprehensive summary of the reading and math results at all the grade levels at which data were collected and analyzed.  Therefore, we limit ourselves in this paper only to a discussion of grade 5 reading.  Overall, similar appraisals were conducted in reading and math at grades 3 through 8 using the same design, methodologies, and procedures.

We also examine only the General Assessment version of the Kansas assessments, which were taken at the aforementioned grade levels by all regular education and most ELL students, as well as by mildly disabled special education students.  We have excluded those special education classrooms populated by the moderately disabled students who take the modified version of the assessment.  Because the KAMM (Kansas Assessment of Modified Measures) contains fewer indicators, fewer items per indicator in some cases, and only three rather than four options per item, KAMM and General Assessment data could not be suitably integrated.

Further, we have excluded high school reading and math from the study.  In part, the complexity of matching students to multiple teachers was prohibitive.  Also, Kansas inaugurated a “curriculum-referenced” assessment system in 2006 that allows students to be exposed to the state academic content standards as they are reflected in the local curriculum.  Students move through the curriculum based on ability and curriculum choices, and they take the state high school reading and mathematics assessments whenever they are ready.  If ninth and tenth grade students pass the assessment – that is, if they are classified as proficient or better – their scores are “banked” and applied to the annual reporting of accountability results when the students reach grade 11.  Students who fail an assessment before the second semester of grade 11 receive intervention.  They then are permitted a second opportunity to re-take the assessment.
2.2  Collecting Teacher Ratings

At the heart of the study’s initial design lay teacher ratings of the effectiveness with which they had taught the standards (curricular aims) that correspond to the indicators on the assessments.  To collect the teachers ratings, we considered a variety of approaches.  

· Gathering a strategic sample of teachers into a room, we feared, would not yield a representative sample of teachers in the district.  Moreover, doing so would not only disrupt the schools but also impose a prohibitive burden on the researchers, given the need to meet separately with three groups of elementary teachers for reading and math, with three groups of middle school reading teachers, and with three groups of middle school math teachers.

· Distributing a hardcopy version of the rating form directly to teachers via mail, we feared, would elicit a poor response rate that would not provide a representative sample.

· Asking principals or building-level assessment coordinators, we feared, would impose an unnecessary burden on those staff members.  Moreover, it likely would be perceived by teachers as an attempt by those building-level administrators to gather evidence that could be used against the teachers during an annual review.  Again, we feared, that particular tactical variation would elicit a poor response rate that would not provide a representative sample.

The First Data Collection


After considering the pros and cons of the previously mentioned options, we decided to ask teachers to respond to an online rating form.  In Wichita, data collection via online rating forms and surveys is a common occurrence.  Teachers are familiar and comfortable with the process.  During the week immediately preceding Spring Break (mid-March 2009), online surveys were posted on a special Wichita website managed by the district’s research and assessment department.  Per the guidance provided by Popham (2008), letters of invitation to complete the survey were emailed to teachers.  The letters included a set of links on which a teacher could click to access the rating form appropriate for their grade level and content area.  The letters were accompanied by an attached pdf that contained instructions for completing the survey form.  (The first-round survey form for Grade 5 teachers can be viewed online by clicking here.)  Teachers were asked to complete the survey prior to their departure for Spring Break, which created a response window of roughly four days.


Basically, teachers were presented with a complete list of the assessed indicators at their grade and were asked to identify the third that they had taught most effectively and the third that they had taught with least effectively.  The response rate was low.  On average, from the approximately 400 teachers per subject area per grade level, we received an average of 60 responses per grade level.  Fewer than half of those responses were usable.
  The low rate of valid response (about 7.5%) was partly due, we presumed in retrospect, to the timing of the data collection, the short response window, and the complexity of the rating form, which involved roughly ten minutes to complete.  Mainly, though, teachers were reluctant to identify their worst taught indicators due to their anxiety that the information would be used against them evaluatively.  


Given the low response rate and the high proportion of invalid responses, we drastically streamlined the rating forms and accompanying instructions in format and simplified in language.  We then prepared for a second round of data collection.  Before conducting a second round of data collection, the importance of a high response rate was explained in person to building administrators at a monthly Principal’s meeting and to building assessment coordinators at one of their biweekly meetings.  The assistant superintendents for elementary and middle schools included the event in the calendar section of their weekly newsletters.  In addition, the district’s he chief academic officer and the head of the local teacher’s union provided written endorsements to all school principals to share with their staffs.  
The Second Data Collection

A second data-collection was conducted several weeks later…but prior to the release of the 2009 assessment results.  (The grade 5 version can be viewed online by clicking here.)  The second round had been expanded to include teachers from Manhattan and Kansas City as well as from Wichita in order to increase the pool of potential respondents and thus the overall N.  

The second data-collection event differed from the first in several ways.  Most importantly, teachers were asked to identify just their three or four best-taught indicators only, not their worst-taught indicators.  They repeatedly were assured of the following:  

Your responses will remain confidential.  They will never be used to evaluate your teaching or the performance of your school.  They will never be shared with building, district, or state administrators.

Great emphasis was placed on the purpose and importance of the data collection:

Purpose of the Instructional Sensitivity Study

NCLB asks educators to improve their students’ scores and proficiency rates on annual state assessments.  In a number of settings, teachers have worked - alone or collaboratively – to bring about striking improvements in the quality of their school’s instructional programs.  Yet, when measured by their state accountability tests, those instructional improvements may not always translate into the anticipated increases in student test scores and proficiency rates.  Why?

The disconnect between improved instruction and improved outcomes lies in the likelihood that the tests lack instructional sensitivity.  The tests may not have been built to detect good instruction, even if such instruction should have led to dramatic improvements on the accountability tests.

For a thorough explanation of instructional sensitivity, see Popham’s The Truth About Testing.

Over the last forty years, researchers have worked with test developers to ensure that the state assessments are (a) free of cultural bias and (b) properly aligned with the content standards.  

In a similar manner, we now wish to make sure that the Kansas state assessments are as instructionally sensitive as they possibly can be.  

Teachers also were provided with explicit, easy-to-read instructions for (a) selecting the correct link to the form intended for their grade and subject area, (b) completing the identity section of the survey that would enable student scores to be matched to their teachers, and (c) completing the indicator rating grid.

Try to base your selections of your “best taught” indicators on something concrete – for instance, student performances on classroom assessments or, perhaps, the level of insight your students displayed during classroom discussion.  If you cannot recall a concrete basis for certain indicators, then rely on your own sense of how well you taught your students.

Teachers were then again reassured of the following:

Identifying your best-taught indicators in no way implies that you did less than a dazzling job of teaching all the indicators.  We need you merely to identify the three or four indicators that you taught with the most dazzle!  

In addition, while the response window during the first data collection had been only four days long, the second response window spanned a full three weeks.  During the three-week window, school principals and assessment coordinators were sent weekly emails reminding them to encourage their teachers to respond to the streamlined rating form.  



The use of a carefully designed and thoughtfully worded online rating form allowed us to contact hundreds of teachers across multiple districts with less effort and expense than other methods.  The online survey provided teachers several opportunities to respond.  They could do so individually from a classroom computer or from a home computer before or after work.  Many responding teachers reported later that completing the streamlined task set forth in the second data collection had required less than a minute of their time.  The request to identify only their best-taught indicators, the accompanying instructions, the endorsements, and the encouragement of principals and building assessment coordinators had eased their anxiety and allayed their fears.
2.3.  Items or Indicators

Although Popham (2007 and 2008) originally intended his empirical approach to appraising instructional sensitivity to be applied at the item level, item level results are not available in Kansas due to cost and security concerns.  Kansas does not release test items or item-level data for either instructional or research purposes.  The smallest reporting unit is the indicator.  Each indicator consists of four to six conceptually-related test items intended to measure a specific curricular aim.  For example, the following provides the item specifications for a grade 5 reading comprehension indicator.  

Exhibit 3
	Assessible Indicator
	Item Specification Notes

	R.5.1.4.6

▲analyzes how text structure (e.g., sequence, problem-solution, comparison-contrast, description, cause-effect) helps support comprehension of text.
	• 
Multiple Choice

• 
Passage-based

• 
Passage types: Narrative, Expository, Technical, Persuasive

• 
Questions may focus on the text structure of the whole passage or parts (i.e., important paragraphs or sections) of the passage.

•
Use the language of the indicator in stem and answer choices (e.g. “text structure”, “sequence”, “cause and effect”). Do not use the term “chronological order”.

• 
Do no use problem-solution and cause-effect in the same item.


The standard or indicator does emanate a certain quasi-CRT “feel” and presentation.  However, it also exhibits typical NRT ambiguity.  Although intended for item writers, the document from which this excerpt was taken is often used by teachers, as well as by curriculum specialists and instructional coaches to divine what the assessment will measure and how it will do so.  Unfortunately, it provides little instructional guidance.


In Kansas, each indicator is represented by a percent-correct score (percent of items answered correctly).  A four-item indicator thus would have five possible values:

	Number of Items 

Answered Correctly
	
	Percent-Correct Score

	0
	=
	0

	1
	=
	25

	2
	=
	50

	3
	=
	75

	4
	=
	100


Kansas did not set indicator-level standards (cut scores), which is a deficiency for a CRT or a standards-based assessment.  As a result, curriculum and instructional staff typically impose upon the individual indicators the test-level cut scores that delineate the five performance levels in Kansas.

Grade 5 Reading Cut Scores

	Academic

Warning
	Approaches

Standard
	Meets

Standards
	Exceeds

Standard
	Exemplary

	0-56
	57-67
	69-79
	80-87
	88-100


As can be seen, little correspondence exists between the test-level cut scores and the possible values of a four- to six-item indicator. 


Depending upon the grade level, the Kansas state assessments consist of eleven to sixteen indicators in reading and twelve to sixteen indicators in math.  The grade 5 reading assessment consists of fourteen indicators, as set forth in Exhibit 4.  
Exhibit 4
	Subscale
	Test 

Indicator
	Content 

Indicator
	Description
	Number of

Items

	Vocabulary
	1
	1.3.1
	Context Clues
	4

	
	2
	1.3.4
	Word Structure
	6

	Reading

Comprehension
	3
	1.4.2
	Text Features
	4

	
	4
	1.4.5
	Infer/Draw Conclusions
	6

	
	5
	1.4.6
	Text Structures
	4

	
	6
	1.4.7
	Compare-Contrast
	6

	
	7
	1.4.8
	Cause-Effect
	6

	
	8
	1.4.9
	Retelling
	4

	
	9
	1.4.10
	Main Idea-Details
	6

	
	10
	1.4.11
	Author's Purpose
	4

	
	11
	1.4.15
	Fact/Opinion
	4

	Literary

Features
	12
	2.1.1
	Character
	6

	
	13
	2.1.2
	Setting
	6

	
	14
	2.1.3
	Plot
	6



The constraint of having no access to individual items or item-level results may have been serendipitous in several respects.  Items can be organized as a unit related to a reading comprehension passage or other stimulus (e.g., a math table, a science chart, a geography map) and analyzed as “testlet” (Wainer, et al, 1991).  In Kansas, they are reported as indicators, which are stimulus-independent “bundles” (Douglas et al., 1996).  

Gierl, et al (2003) point out that an individual item serves as a poor level of analysis because a single item represents a small, somewhat unreliable sample of behavior or content.  In addition, bundling items tends to reduce the Type I error rate because a smaller number of hypotheses are tested.  Further, although a bundle of items, if related conceptually rather than operationally, runs the risk of multidimensionality, this can be determined and diagnosed via factor analysis.  (Such might be the case with Kansas assessment items, which are subcategorized as “knowledge” or “application”.)  Of course, because item bundles are more likely to exhibit secondary dimensions, they should be more amenable to interpretation and lead to better explanations of group differences (McCarty, et al, 2007).

Such group differences could occur not only because differences in student characteristics (e.g., demographics, ability, motivation, etc.) affect student performance but also because teachers can interpret standards differently (Hill, 2001).  Thus, if teachers have different yet valid interpretations of a particular standard, their instruction could vary (Baker and Herman, 1983), resulting in differential experiences for students across classrooms, schools, and districts.  Thus, as was found by D’Agostino, Welsh, and Corsin (2007) in their of grade 5 math component of the Arizona Instrument to Measure Standards (AIMS):  “The test was more sensitive to instruction that mimicked AIMS items than to appropriate standards instruction that differed from how the test defined the standards” (p.20).


As discussed previously, instructional sensitivity may depend as much on how items are selected and assembled into an indicator-level unit as on the quality of the individual items.  Thus, having no access to individual items or item-level data was not a true constraint.  Of course, if the sensitivity appraisal of an indicator reveals a problem, then the next logical step would be to examine the items individually, perhaps toward an end of revising or replacing the item.  If nothing else, when districts conduct their own sensitivity appraisals at the indicator level, they at least would obtain evidence that the state or the state’s assessment contractor should conduct a comprehensive appraisal at the item level.

2.4  Identifying a Gold Standard

After the teacher ratings had been collected, the study’s initial design called for student performance data to be matched with the teacher ratings to identify groups of students who had been taught most effectively and least effectively.  In addition to running t-tests, we would compute, for descriptive purposes, a simple index of instructional sensitivity for each indicator by subtracting the pass rate of ineffectively taught students from the pass rate of effectively taught students, mirroring the item-level method recommended by Popham (2008) of subtracting p-values.  A large positive difference in pass rates would signal that the indictor is sensitive to instruction.  If small or even negative, the difference would signal instructional insensitivity.  In effect, the teacher ratings would serve as a gold standard.


To adjust for initial differences in achievement, we intended to use prior data as a covariate.  Having both the grade 4 and grade 5 reading data from 2008 readily available, we confronted another tactical decision.  We could either (a) aggregate the data files to the teacher level and use classroom performance as a covariate or (b) merge the grade 4 data from 2008 with the grade 5 file from 2009 at the student level.  


Upon conducting a few preliminary analyses, we discovered that using the prior indicator data as a covariate to adjust for initial achievement levels had a de-sensitizing effect.  The differences among the estimated marginal means decreased and sometimes even inverted, such that the less effectively taught student group appeared to have outperformed the group of students whose teachers had identified the indicator as being one of their best taught.  Even more confounding, when we ran a one-way ANOVA with all three respondent categories included – most effectively taught, no response, and least effectively taught – the students whose teachers did not respond to the survey significantly outperformed both the other two groups of students on ten of the fourteen indicators.  We then re-ran each set of ANOVAs with the prior year’s indicator-level results replaced first by total percent-correct score, then by the five-category overall performance level variable, and finally by the not proficient and proficient dichotomy.  None of these tactical variations helped.

It is important to note the following, inasmuch as it influenced our next steps…  Informed by the progress and preliminary findings of this study and others being conducted concurrently, (Popham and Kaase, 2009; Wangberger and Herrera, 2010), Popham has recently modified his empirical approach in two fundamental ways (2010).  First, he has abandoned the idea of forming comparative groups from thee teacher ratings.  Instead, he now recommends that effectively taught students be distinguished from ineffectively taught students via empirical detection based on prior data rather than by teacher ratings.  Second, rather than just emulating the success that the measurement community had on minimizing test bias, Popham now recommends that sensitivity appraisal actually utilize DIF techniques rather than mean-based methods.  

2.4  Tactical Variations in Data Array and Analysis
Clearly, we needed an entirely different approach to arraying and analyzing the data, an approach that would focus on the instructional sensitivity of the indicators rather than on performance differences between the less effectively taught and most effectively taught students as mean-based and DIF methods both do.  We donned our thinking caps, rolled up our sleeves, and conducted a more thorough review of the research and technical literature, not only from the field of educational measurement but also beyond.

Mean-based and DIF Approaches 
We first returned to the assertion of Chronbach and Meehl (1955) that a group receiving a treatment administered to increase a certain attribute should perform better than a comparison group on a test designed to measure that attribute.  If some of the most effective teaching in the real world of educational practice is provided to the most challenged or the least motivated students, it is unlikely that means-based and DIF-driven approaches to appraising instructional sensitivity would distinguish effective from ineffective teaching.  Why?  Perhaps it is because means-based and DIF-driven approaches pit performance influenced by instructionally relevant factors against performance influenced by instructionally irrelevant factors.  

Instructional irrelevance refers, in this context, to any factor that causes test-takers either to perform well when they should have performed poorly (instructionally irrelevant easiness) or, conversely, to perform poorly when they should have performed well (instructionally irrelevant difficulty).  Instructionally irrelevant easiness (II-E) may involve prior knowledge, lucky guessing, excessive test preparation that yields only short-term learning gains, or poor item writing that allows the distractors to be eliminated without the student having direct knowledge of the correct answer.
  Instructionally irrelevant difficulty (II-D) may involve illness, low motivation, a language challenge, a cognitive disability, or poor item writing that causes the test-taker to misunderstand what is being asked.  That is, instructionally irrelevant factors differ from the more sophisticated concept of construct-irrelevant variance (Messick, 1989).  For our purposes, instructional irrelevance refers simply to learning or poor performance that is unrelated to the standards-based instruction provided by the current teacher.  Let us use a simple 2x2 contingency table to illustrate what we refer to as the teacher-rating model.
Exhibit 5
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Note:  II-E = Instructionally-irrelevant easiness; II-D = instructionally-irrelevant difficulty

To compare the two groups, we contrast their means.  For each group, the mean is computed by dividing the number of students who passed by the total number of students in a particular group.  For the less effectively taught group (L), the mean is computed as B / (A + B), which involves the false pass rate, representing the successful performance of students who performed well on the indicator for instructionally irrelevant reasons.  The pass rate is “false” because we would anticipate that less effectively students would answer the item incorrectly or perform poorly on the indicator and be classified into Cell A rather than Cell B.  Similarly, the mean for the most effectively taught group (M) is computed as D / (C + D).  Thus, the mean difference equals Mmean – Lmean = mean difference.  The null hypothesis is that the mean difference equals 0, and we would run a t-test to determine if the difference is significantly greater than or less than 0.  If the item or indicator is instructionally sensitive, then the difference should be positive and statistically significant.  If the item or indicator were perfectly sensitive to instructional effectiveness, all of the less effectively taught students would fall into Cell A and all the most effectively taught students would be in Cell D while Cell B and Cell C would both be empty.  Consequently, a t-test could not be computed because the standard deviations of both groups would be zero.


A similar situation would arise with a DIF-driven approach.  The basic common odds ratio used in the Mantel-Haenzsel procedure, for example, would be computed from the table in Exhibit 5 as:
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For our purposes, the MH method can be understood as the ratio of (a) the relative risk estimate for the students who performed poorly on the indicator (the reference group) over (b) the relative risk estimate for the students who performed well on the indicator (the focal group).  That is, the common odds ratio estimate is the ratio of the true and false failure rates over the true and false pass rates.  Thus, as with the t-test, both the failure rates and the pass rates involve students who performed well on the indicator for instructionally irrelevant reasons.  Consequently, the degree to which the item or indicator is sensitive to the true failure and pass rates becomes confounded with the degree to which the item also registers false failure and pass rates.  The confounding reduces our ability to identify the item or indicator’s sensitivity to effective and ineffective teaching.  Rather than appraising the ability of the indicator or the item to distinguish between effective and ineffective instruction, the means-based and DIF-driven approaches instead compare student success with correctly answer test items.  Thus, the focus of our inquiry is on the wrong thing.

Further, the MH method typically involves at least five ability performance levels or score intervals to function as effectively as IRT-based DIF methods (Bhagi and Ferrara, 1989).  Not only is that a lot of work when dozens of indicators or hundreds of items are to be appraised, but it also requires larger sample sizes and elevates the risk of committing Type I and Type II error.  More importantly, it usually involves levels or score intervals involving the same potentially insensitive items and indicators that are to be appraised.


In short, for these and several other reasons, neither means-based nor DIF-driven approaches seem suitable as techniques for appraising the instructional sensitivity of indicators or items.  Instead, we needed a technique that would allow us to evaluate the accuracy with which an indicator or item distinguishes between the most effectively taught and the not-so-effectively taught groups…without contamination from instructionally irrelevant factors.
Prior Data
With prior student performance data available and the accuracy of the teacher ratings in question, we reconceptualized the 2x2 contingency table representing the teacher rating model.  Rather than contrasting most effectively taught students with less effectively taught students, we instead could contrast prior performance with current performance, as shown in Exhibit 6, which displays what we refer to as the true learner model.

Exhibit 6
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Having replaced the most and least effectively taught contrast with a prior pass/fail contrast, we see the students in Cell A and Cell B as “potential learners” by virtue of the fact that they previously failed the item, indicator, or test.  In turn, we consider the students in Cell C and Cell D as “potential losers” because they previously passed the item, indicator, or test.  Consequently, with the true learner model, our interest lies with Cell B and Cell C.  Given this array, instructional sensitivity would be represented by the accurate classification of true learners or true losers, which we would appraise separately via a simple z-test for two proportions.  (Note that the teachers with large proportions of students in Cell B could be identified and queried about their success and best practices.  Meanwhile, the teachers with large proportions of students in Cell C could be identified and peer-paired with their Cell B counterparts.)

However, to utilize the array in a more meaningful manner for purposes of appraising the instructional sensitivity of an indicator or an individual item, an independent variable would be needed.  The teacher ratings provide one such independent variable.  
Empirical Detection

One alternative approach to using the teacher-supplied ratings as independent variables involves utilizing the prior year’s grade 4 data in an empirical detection of best-taught student groups and worst-taught student groups with respect to each indicator.  We then contrast the performances of these two groups vis-à-vis their performance on the current year’s assessment.  However, utilizing this approach would effectively double the data analysis effort, which would be complicated by the lack of pre-set indicator-level cut scores – a complication, by the way, that would not exist if we were working with individual items rather than indicators.


A second alternative involves computing the scores difference between each grade 4 indicator in 2008 and each corresponding grade 5 indicator in 2009 – per teacher.  The teachers with the highest positive average differences represent the most effective teachers, while the teachers with the lowest positive averages or the greatest negative averages represent the least effective teachers.  

Of course, either empirical detection approach poses several tactical options regarding what to contrast – the top 10% with the bottom 10%, for instance; the top third with the bottom third, or the top half with the bottom half.  Further, if we do set pass/fail cut score (albeit, arbitrary ones), the first empirical detection approach would permit a contrast of proficient and non-proficient.


After identifying the two groups of students, we then would re-array the data accordingly, as displayed in Exhibit 7.

Exhibit 7
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We then would determine if the means or the proportions of true learners in the top group differed significantly from their counterparts in the bottom group.  Conversely, to determine if the indicator is sensitive to truly ineffective instruction, we can re-array the data in the bottom row of Exhibit 8 in similar fashion.

Exhibit 8
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Although our thinking had progressed with respect to developing promising instructional sensitivity formulations, we had yet to discover or devise a practical method of appraising an indicator’s instructional sensitivity in terms of classification accuracy.  

ROC Analysis

Fortunately, educational measurement is not the only field that uses 2x2 contingency tables to array data.  They are also used in the fields of medicine, radiology, psychology, and machine learning to name a few, which are all concerned with the accuracy of diagnoses or classifications.  The most promising technique that we encountered during our expanded literature review involves ROC (receiver operator characteristic) analysis (Fawcett, 2004; Hanley and MacNeil, 1982; Zou, 1982).  ROC analysis was originally developed in the 1940’s and 1950’s as a by-product of research into making sense of radio signals distinguished by noise.  It proved useful in distinguishing enemy planes from friendly and innocuous blips on a radar screen.  ROC analysis was soon adapted to a variety of other contexts, including medical and radiological decision-making, as well as psychology, machine learning, and data mining.  In the realm of education, ROC analysis has recently been used in statewide evaluations of Reading First and, particularly, in the efficacy of using DIBELS subtest scores to identify at-risk readers and to predict reading performance on statewide assessments (Buck and Torgeson, 2003; Keller-Margulis, Shapiro, and Hintz, 2008; Roehrig, et al, 2008).  A ROC analysis procedure is available in both SAS and SPSS, as well as in several specialized software packages (e.g., ROCKIT or PlotROC; see Park et al, 2004).


ROC analysis is conceptually adaptable to the contexts of educational accountability and to appraising instructional sensitivity in particular, inasmuch as its logic mirrors that of Type I and Type II error, as well as to the accuracy of diagnosis (Hanley and McNeil, 1982; ) or classification (Livingston and Lewis, 1955).  

Basically, ROC analysis involves the contrast of two ratios - the ratio of true positive decisions over all positive decisions (sensitivity or true positive rate) and 1 minus the ratio of true negative decisions over all negative decisions (specificity or true negative rate).  These classification decisions can be binary in nature - correct versus incorrect at the item level, pass versus fail at the indicator level, and proficient versus non-proficient at the test level.  They also can be based on observed scores, theta values from IRT analyses, or probabilities from logistic regression.  Because classifications are ordinal rather than interval in nature, the actual magnitudes of the differences between the most effectively and the less or least effectively taught students do not matter.  That is, because we are dealing with ranks rather than observed scores, the precision with which teachers can distinguish well taught from poorly taught indicators is unimportant.

The fundamental premise of a ROC curve involves plotting the sensitivity values on the y-axis and the 1-specificity values on the x-axis of a graph, as illustrated in Exhibit 9.  ROC curves can be used to judge the trade-off between sensitivity (the true pass rate) and specificity (the true failure rate) in order, for instance, to set optimal cut scores that best balance Type I and Type II error.  They also can be used to compare the relative goodness of different curves that represent different model formulations, for instance, or even different indicators.


However, for purposes of appraising the instructional sensitivity of a particular indicator, we are less concerned with trade-offs between true pass and true failure rates and more concerned with how the sensitivity and specificity function together to yield accurate classifications.  That is, we are interested in the overall performance of a particular appraisal, which can be summarized in ROC analysis by the area under the curve, or AUC.  

Exhibit 9
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AUC values can be interpreted either non-parametrically as the average value of sensitivity for all possible values of specificity (Park, Goo, and Jo, 2004) or as the probability that the classifier (e.g., a test item, an indicator, a subtest, etc.) will rank a randomly chosen positive instance higher than a randomly chosen negative instance (Fawcett, 2004).  Greater AUC values indicate greater separation between distributions – e.g., most effective versus less effective or best-taught versus worst-taught.  As illustrated in the upper panel of Exhibit 10, an AUC value of .95 would represent nearly complete separation, which is to say near-perfect sensitivity.   Conversely, as illustrated in the lower panel of Exhibit 10, an AUC value of .54 lies close to the .50 chance line, indicating little to no separation between distributions.  Thus, in probability terms, you may as well guess.  In sensitivity terms, the indicator is nearly useless at distinguishing effectively taught from ineffectively taught students.
Exhibit 10
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In certain situations – for example, a large inequality in group size – AUC values can fall below .50.  Although such values violate the ROC logic, they still hold valuable information, especially the more that the value deviates from .50.  Fortunately, the remedies are simple:  AUC values less than .5 can be subtracted from one, or the value labels can be transposed.  In SPSS, the value of the state variable that is specified to produce the output can be changed from 1 to 0, as shown in Exhibit 11.
Exhibit 11
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The outcomes of a ROC analysis can be evaluated formally, using a standard error and associated significance level.  Such output is part of the ROC analysis output in SPSS, for instance.  Exhibit 12 provides an example of the graphical output from SPSS for a perfectly sensitive (albeit, hypothetical) indicator, while Exhibit 13 displays the tabular output.
Exhibit 12
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In Exhibit 12, the ROC curve representing perfect accuracy of classification (i.e., instructional sensitivity) is red.

Exhibit 13
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Although an AUC can be formally evaluated, Hosmer and Lemeshow (2000) proposed an informal, rule-of-thumb AUC interpretation, as shown in Exhibit 14.  It is adequate for people without training in educational measurement or facility with statistical software – e.g., most teachers and educational policy-makers.

Exhibit 14
	Range of Values
	Description
	Grade

	.90 to 1.00
	Excellent
	A

	.80 to .90
	Good
	B

	.70 to .80
	Acceptable
	C

	.60 to .70
	Poor
	D

	.50 to .60
	Useless
	F


Basically, an indicator or item with a value less than .70 is considered insensitive to instruction, and a value between .70 and .80 is considered only marginally sensitive.  This approach allows for appraisal of a single indicator or relative comparison of multiple AUCs.  Further, Hanley and McNeil (1982) devised a method for comparing different ROC curves or different AUC values.  They also showed that the AUC is equivalent to the Wilcoxon ranks test and the Mann-Whitney U, which are familiar to most statistics practitioners and students.  
The Malta Index

Since the Wilcoxon ranks test is beyond the grasp of most classroom teachers and educational policy-makers, then certainly the complexity of the mathematics that underlie ROC analysis would be difficult to explain.  Moreover, in practice, most teachers and education policy-makers are not adept with SAS or SPSS.  Therefore, to be as inclusive as possible, we improvised a simplified version of the AUC that we refer to as the Malta Index, where it was first introduced (Court, 2009).  The Malta Index utilizes a straightforward 2x2 contingency table, as displayed in Exhibit 15.

Exhibit 15
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Note:  II-E = Instructionally-irrelevant easiness; II-D = instructionally-irrelevant difficulty
Conceptually, the logic of this formulation is straightforward.  The most effectively taught students should answer the item correctly or pass the test.  Conversely, the least effectively taught students should answer the item incorrectly or fail the test.  Thus, given a perfectly sensitive item, indicator, or test, all students should cluster in Cell A or in Cell D.  The sum of all true fails (A) and true passes (D) divided by the total number of observations (N) represents accurate classification.  That is, (A + D) / N serves as an adequate appraiser of instructional sensitivity.


Like the AUC, the values of the Malta Index can range from 0 to 1.  Thus, as shown in Exhibit 16, this formulation can result in three basic outcomes.

Exhibit 16
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Given the numbers in Exhibit 16…

Total Sensitivity = (A + D) / N = (50+50)/100 = 100/100 = 1

Total Insensitivity = (A + D) / N = (0 + 0)/100 = 0/100 = 0

Inconclusive (Totally Useless) = (A + D) / N = (25 + 25)/100 = 50/100 = .5

The results of the Malta Index can be evaluated formally in terms of the same standard errors and significance tests used in ROC analysis.  However, it also can be evaluated informally with the same simple rule of thumb, proposed by Hosmer and Lemeshow (2000) for AUC interpretation

The simplicity of the Malta Index makes it easy to compute and interpret.  Its chief virtue is that it focuses the attention of teachers and educational policy-makers directly on the accuracy of item or indicator functioning in relation to the gold standard, whether the gold standard consists of teacher ratings or prior data.  The quality of item or indicator functioning need not be inferred from contrasts of how well the most effectively taught and less effectively taught students performed.  The chief drawback of the Malta Index is that the index is new and thus largely untested.  At this point, it also lacks a graphical display.

Of course, we could employ a one-sample t-test to evaluate the overall p-value or pass rate to determine if it differs significantly from chance (0.50).  But to do this, we first would need to transpose Cell A and Cell B so that the p-value or pass rate would involve the sum of Cell A (true fail) and Cell D (true pass).  Such a transposition is demonstrated in Exhibit 17.

Exhibit 17
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The astute reader, of course, will notice that the transposition yields the original formulation of (A + D) / N.  So, yes, parametric methods can be used with this formulation to appraise instructional sensitivity.  But, why bother?  The original formulation is already easy to compute and interpret informally and relatively easy to evaluate formally via the same standard error procedure used to evaluate the AUC in ROC analysis.  The work involved in transposing dozens of indicators or hundreds of items is unnecessary.  Moreover, because the data are ordinal rather than an interval in nature and also because the underlying score distributions of the student groups is unlikely to satisfy normality assumptions, using a one-sample t-test to evaluate the resulting Malta Index value would be inappropriate on theoretical grounds.
Difference Scores
It was mentioned previously that Kansas has set no indicator-level cut scores.  Of course, ROC analysis is an excellent method with which to identify “optimal” cut scores for a test (Roehrig et al, 2007).  Setting optimal cut scores, however, is merely tangential to the task of appraising instructional sensitivity and so was beyond the scope of this study.  Nonetheless, as previously demonstrated, using pass rates defined by cut scores was untenable.  We needed a different metric.  

We already had merged the grade 4 student data from 2008 into our file of 2009 results.  Therefore, because the grade 4 and grade 5 assessments do measure the same reading indicators, perhaps difference scores would serve as a suitable metric in that they account for all change, not just change across a cut score.  Positive values represent gain, negative values represent loss, and a zero value indicates no change.  Thus, difference scores would retain information that otherwise would be lost if we had arbitrarily set a cut score of .75 for four-item indicators (one item answered incorrectly) and .67 for six-item indicators (two items answered incorrectly).  Using difference scores could cause our appraisal of instructional sensitivity to be more sensitive.  

ROC analysis can handle an ordinal, multi-value variable, but the Malta index works only with a loss/gain dichotomy.  However, even a binary loss/gain variable would retain more information than would a pass/fail variable.  While a pass/fail variable based on a cut score of .75 would not register the gain of a student who had answered no items correctly on a four-item indicator in grade 4 but had answered two items correctly in grade 5, a dichotomous loss/gain variable would.  Finally, we were ready to proceed.  
METHOD
3.1  Participants

The second data collection elicited an acceptable response rate.  Across all grade levels surveyed (3-8), we had obtained valid responses from 575 teachers representing 68 elementary and 15 middle schools.  Of those teachers, 320 taught elementary reading and math; 129 taught middle school language arts; and 126 taught middle school math.  Roughly 10% were novice teachers in their first or second year of teaching, 60% had three to ten years of experience, and the remainder had more than ten years of experience.  Approximately 6% of the teachers were from Manhattan, 16.6% were from Kansas City, and the remaining 78% were from Wichita.  

Across the six grade levels, more than 100 teachers had also responded to the first-round survey.  Interestingly, across all indicators, the average correlation between the first round and second responses was .53, the average internal consistency coefficient was .69, and the average agreement rate between occasions as indicated by Cohen’s kappa was .17.  The low agreement value and the moderate correlations are explained by the fact the respondents identified fewer indicators as most effectively taught during the second data collection.


The teacher responses were then matched with 2009 assessment results in reading and math of more than 14,000 students in grades 3 through 8.  At grade 5, 76 of 414 fifth grade teachers completed the rating form, yielding a response rate of 18.4%.  As shown in Appendix 1, the distributions of grade 5 students among the responding and non-responding fifth grade teachers were statistically similar on all important demographic variables, including gender, minority, socio-economic status, ELL, and SWD.  In short, the sample of student data matched to the teacher ratings obtained from the data collection was representative of the districts as a whole.

3.2  Analyses

Given the large number of tactical variations employed during the conduct of this study, a large number of analyses were performed to appraise the instructional sensitivity of the grade 5 Kansas reading assessment.  The primary analyses involved ROC analysis and the Malta Index.  In addition, means-based and DIF approaches were also undertaken for the sake of comparison.

Thus, the analyses were conducted in two phases.  In phase 1, sensitivity appraisals using all the aforementioned analytic techniques were performed on the file containing the grade 5 teacher ratings and student performance data.  In phase 2, the results of these indicator-level appraisals were compiled into a second “meta-file” and compared.
3.3  Models

Two basic models were employed in this study, as set forth in Exhibit 18.
Exhibit 18
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Several variants of these two models were formulated, as we experimented with different contrasts (e.g., less rather than least), different pass/fail distinctions versus a loss/gain variable, etc.  Because all three participating districts experience high rates of mobility, the number of students with test data in both years decreased significantly.  N-size decreased further when (a) an analysis was limited just to the students of teachers who had provided valid responses to the teacher rating forms or (b) one or more demographic or teacher characteristics were used to disaggregate the data or as additional independent variables.


From the complete set of grade 5 reading data, three basic models were constructed for each indicator, set forth in Exhibit 19.  

Exhibit 19
	Model
	Model Name
	Approx. N
	Description

	1
	Teacher Ratings
	3500
	Survey-based “most effectively taught” students compared with all other “less effectively” students 

	2
	Prior Data – Full
	400
	Empirically detected “Best taught” students and “Not Best taught” students

	3
	Prior Data - Reduced
	120
	Empirically detected “best-taught” and “worst-taught” students


3.4  Procedures
Because this paper focuses on tactical variations rather than on a comprehensive set of sensitivity appraisal outcomes, we explored several approaches for the sake of comparison.  For phase 1 analyses, we utilized means-based approaches (t-tests, ANOVA, ANCOVA and their nonparametric parallels), DIF approaches (the Mantel-Haenszel technique, in particular), ROC analysis, and the Malta Index.  

It should be noted that we also generated propensity scores with logistic regression in an attempt to form “random equivalent groups” of similar size for each content area, grade level, and indicator configuration.  To accomplish this, we regressed several demographic and prior performance characteristics on both the overall proficiency rate and the overall loss/gain variable.  Probabilities were used to match “Not-Best-Taught” with “Best-Taught” students using “nearest neighbor” method.  However, we encountered a de-sensitizing effect because the group formation was not indicator-specific.  Because using the propensity score matching technique on each indicator was prohibitively time-consuming, we subsequently abandoned the idea.  Nonetheless, the large differences in N’s noted above led us to think in terms of “full” models and “reduced” models.  A full model involves a non-extreme contrast such as best versus not-best, whereas a reduced model involves a more extreme contrast such as best and worst, which reduced N considerably.

The Phase 2 analyses generally utilized correlation and means-based approaches to compare the similarity and goodness of the various appraisal techniques.  In addition, we also used the reliability, factor, regression, and graphing procedures in SPSS to generate additional data from the student-level data file with which to develop a better understanding of the student and teacher data.  For example, we used t-statistics generated by the regression procedure as a measure of the relative importance of a particular indicator to the instructional sensitivity of a given model.  In turn, we were then able to compare the consistency of an indicator’s importance across different models.
RESULTS
4.1  Overview of the Grade 5 Reading Assessment

Exhibit 20 provides for each indicator the mean score, the number of students, the standard deviation, the indicator-total correlation (point biserial), and the internal consistency reliability coefficient with the indicator excluded.  The exhibit shows that the difficulties, variability, discrimination, and reliability of the indicators were generally similar.  With the exception of Text Structure (Test Indicator 5), the scores were on the easy end of the spectrum.  
Exhibit 20
	Subscale
	Description
	Number of

Items
	N 

Students
	Mean

Score
	SD
	Indicator-Total

Correlation
	Alpha w/

Item Deleted

	Vocabulary
	Context Clues
	4
	3589
	86.1
	17.65
	.49
	.84

	
	Word Structure
	6
	3360
	81.9
	20.30
	.45
	.84

	Reading

Comprehension
	Text Features
	4
	3589
	78.4
	24.89
	.55
	.84

	
	Infer/Draw Conclusions
	6
	3360
	76.9
	20.79
	.66
	.83

	
	Text Structure
	4
	3360
	51.1
	25.87
	.19
	.86

	
	Compare-Contrast
	6
	3589
	79.7
	19.62
	.61
	.83

	
	Cause-Effect
	6
	3589
	80.7
	20.05
	.58
	.84

	
	Retelling
	4
	3360
	75.6
	23.22
	.50
	.84

	
	Main Idea-Details
	6
	3589
	82.0
	19.41
	.53
	.84

	
	Author's Purpose
	4
	3589
	67.1
	24.39
	.44
	.84

	
	Fact/Opinion
	4
	3589
	71.9
	27.88
	.50
	.84

	Literary

Features
	Character
	6
	3589
	84.8
	17.75
	.65
	.83

	
	Setting
	6
	3589
	70.8
	20.76
	.51
	.84

	
	Plot
	6
	3589
	62.9
	19.81
	.44
	.84

	
	TOTAL (or Average)
	72
	3589
	75.0
	21.60
	.51
	.84



In turn, Exhibit 21 displays the percent of students included in Model 3 who were taught by teachers who identified a particular indicator as among or not among their most effectively taught.

Exhibit 21
	Subscale
	Description
	Number of

Items
	N 

Students
	Mean

Score
	Percent

Less

Effective
	Percent

Most

Effective

	Vocabulary
	Context Clues
	4
	411
	88.3
	45.3
	54.7

	
	Word Structure
	6
	383
	83.3
	39.2
	60.8

	Reading

Comprehension
	Text Features
	4
	411
	80.1
	39.9
	60.1

	
	Infer/Draw Conclusions
	6
	382
	78.7
	72.3
	27.7

	
	Text Structures
	4
	386
	56.3
	47.9
	52.1

	
	Compare-Contrast
	6
	411
	82.4
	77.4
	22.6

	
	Cause-Effect
	6
	411
	82.1
	93.9
	6.1

	
	Retelling
	4
	383
	75.9
	48.6
	51.4

	
	Main Idea-Details
	6
	411
	83.7
	55.7
	44.3

	
	Author's Purpose
	4
	410
	68.2
	52.7
	47.3

	
	Fact/Opinion
	4
	411
	73.8
	66.4
	33.6

	Literary

Features
	Character
	6
	411
	86.4
	75.7
	24.3

	
	Setting
	6
	411
	73.3
	76.4
	23.6

	
	Plot
	6
	411
	67.5
	93.4
	6.6


Little relationship was found to exist between indicator difficulty and the percentages of teachers who identified a particular indicator as among their most effectively taught (R = -.014).  This preliminary finding suggests that the survey respondents were sincere in their attempts to rate their own instructional effectiveness; they had not tried merely to predict how well their students would perform on the assessment.  The issue of whether or not their ratings were accurate or, more germanely, whether the indicators were sensitive to the teachers’ perceptions will be addressed in later subsections of this paper.  Each indicator was a significant contributor to the overall test score.  Their relative importance ranged from a low of 4.2% (vocabulary context clues) to 9.4 (setting) with an average importance of 7.1%.  Together, the fourteen indicators account for nearly all the total score variance (R square = .989).  The overall proficiency rate of the students taught by teachers who had responded to the rating form was 77.4%, compared with a district proficiency rate of 73.3% and a state rate of 83.8%.

Exhibit 22 displays the difference scores and loss/gain proportions between 2008 and 2009.  A loss/gain proportion was created by recoding the difference scores as ((Lowest thru 0=0) and (.001 thru Highest=1), such that no change (difference = 0) was conservatively included as a loss rather than a gain. 
Exhibit 22
	Subscale
	Description
	Number of

Items
	N 

Students
	Difference
Score
	Proportion
Gain

	Vocabulary
	Context Clues
	4
	411
	10.31
	.40

	
	Word Structure
	6
	383
	-1.23
	.27

	Reading

Comprehension
	Text Features
	4
	411
	-0.65
	.27

	
	Infer/Draw Conclusions
	6
	382
	0.99
	.36

	
	Text Structures
	4
	386
	2.37
	.37

	
	Compare-Contrast
	6
	411
	9.11
	.48

	
	Cause-Effect
	6
	411
	4.69
	.43

	
	Retelling
	4
	383
	8.07
	.42

	
	Main Idea-Details
	6
	411
	8.20
	.45

	
	Author's Purpose
	4
	410
	-4.78
	.27

	
	Fact/Opinion
	4
	411
	5.75
	.36

	Literary

Features
	Character
	6
	411
	10.55
	.52

	
	Setting
	6
	411
	-9.59
	.20

	
	Plot
	6
	411
	-6.41
	.29


Some information was lost by converting the difference scores to a dichotomous loss/gain variable (R square = .835).  Nonetheless, to enable comparisons among AUC values, Mantel-Henszel common odd estimates, and Malta Index values, most analyses relied upon the loss/gain dichotomy rather than the multi-value difference scores.
4.2  Abandoning Pass/Fail proportions

As noted previously, Kansas did not set indicator cut scores.  Therefore, any cut scores that we set for our analyses were entirely arbitrary.  For example, Exhibit 23 shows the pass rates at all the possible different pass/fail cut scores on the Indicator 1 (context clues), which consists of four items.  In turn, Exhibit 24 shows a set of ROC curves that compare the instructional sensitivity of the indicator at these different cut scores, as well as in relation to the loss-gain variable.  Exhibit 25 displays the AUC statistics.  


Note that Model 4 was used to derive the means set forth in Exhibit 23.  Model 4 is the model that relied on empirical detection to form the extremely contrasted groups – i.e., the top 10-20 percent versus the bottom 10-20 percent of the students, depending upon the indicator.
Exhibit 23
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Exhibit 24
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Considered together, Exhibits 23, 24, and 25 demonstrate three important points.  First, because Indicator 1 is a relatively easy one (mean = 88.3%), equally large majorities of both groups (64%) correctly answered all four items.  Consequently, any means-based or DIF-driven distinction based on a pass/fail dichotomy would be attenuated by a restriction of range problem.

Exhibit 25
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Second, as anticipated, the binary loss/gain variable tends to be more instructionally sensitive than the pass/fail dichotomy, regardless of where the pass/fail cut scores are set and even though the pass rates of the best taught and worst taught students remained similar across all the cut scores.  This confirms that a pass/fail dichotomy yields a considerable loss of information.  For these two reasons, subsequent analyses to be reported in this paper will rely primarily on the loss/gain variable.


In addition, it is important to note the utility of ROC curve analysis, inasmuch as the technique permits several meaningful comparisons to be drawn and evaluated simultaneously.

4.4  The Three Models

Exhibit 26 presents the AUC values and significance levels for all three models.
Exhibit 26
	Indicator
	Teacher Ratings (TR)

(Most vs. Less)

N=412
	Prior Data:  Full (PDF)

(Best vs. Not Best)

N=383
	Prior Data:  Reduced (PDR)

(Best vs. Worst)

N=127

	
	AUC
	Sig.
	AUC
	Sig.
	AUC
	Sig.

	1
	.51
	.650
	.56
	.159
	.64
	.007

	2
	.51
	.654
	.63
	.001
	.66
	.005

	3
	.54
	.191
	.56
	.096
	.59
	.080

	4
	.55
	.163
	.62
	.005
	.68
	.001

	5
	.54
	.224
	.72
	.000
	.79
	.000

	6
	.50
	.996
	.61
	.004
	.69
	.000

	7
	.50
	.956
	.56
	.115
	.63
	.012

	8
	.53
	.328
	.56
	.113
	.59
	.087

	9
	.54
	.236
	.57
	.072
	.64
	.008

	10
	.52
	.509
	.57
	.074
	.64
	.009

	11
	.56
	.072
	.60
	.011
	.68
	.001

	12
	.50
	.953
	.57
	.068
	.63
	.007

	13
	.52
	.539
	.56
	.099
	.58
	.120

	14
	.58
	.210
	.58
	.027
	.62
	.019

	Average
	.53
	
	.59
	
	.65
	


Several important points can be made at this juncture:

· The significance levels associated with AUC values do not serve well as a measure of instructional sensitivity.  This is so because the standard errors used in the significance are influenced by N.  Rather, focus should be placed on the AUC values themselves, which are best evaluated in terms of the informal criteria recommended by Hosmer and Lemeshow (2000).  However, the significance levels do serve well as a de facto effect size statistic when the N’s are similar in size.
· In general, the Prior Data models exhibited somewhat greater accuracy of classification – which is to say, they were relatively more sensitive to instructional sensitivity.  That the reduced prior data model tends to be most sensitive is not a surprising result.  Despite the lower N, the model involves the extreme contrasts between best taught and worst taught.

· In general, the Teacher Rating model exhibits the least accuracy of classification.  However, before dismissing it as a poor one for appraising instructional sensitivity, one must consider its nature.  It is the only model with a gold standard formulated without reliance on the assessment results.  
The empirical detection models are based on prior data that would tend to vary as the current data vary.  Their use as a gold standard in sensitivity appraisal thus is problematic on conceptual grounds, especially since the grade 4 and grade assessments are not vertically scaled – at the level of either total score or indicator.  Consequently, the prior data models will tend to yield inflated estimates of instructional sensitivity.
· The correlations among the three models were respectively:  TR-PDF = .16, TR-PDR = .06, and PDF-PDR = .91.  The high correlation between the two prior data models would be expected, given that PDR is merely a extreme version of PDF.  Conversely, the low correlations indicate that the teacher rating model and the prior data models rank order the indicators differently with respect to their instructional sensitivity.

· The average AUC values among the three models were somewhat dissimilar – respectively, TR = .54, PDF = .59, and PDR = .65.  A set of paired t-tests revealed significant differences in mean AUC values among the three models.  Exhibit 27 displays the results of the paired t-tests.
Exhibit 27
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4.5  The Instructional Sensitivity of the Grade 5 Reading Indicators

The AUC values in Exhibit 26 and Exhibit 27 also indicate that the indicators comprising the grade 5 Kansas reading assessment are not very sensitive to instruction.  None of the AUC values associated with the teacher rating model attained the Hosmer and Lemeshow minimum sensitivity criterion of .70.  In fact, the highest AUC yielded by the teacher rating model was a relatively useless .58.  Although the PDR model did yield one AUC value (Indicator 5) that exceeded the minimum sensitivity criterion, nine of the fourteen AUC values derived from the full prior data model were below .60.
4.6  The Malta Index

Exhibit 28 displays the values of the Malta Index for all three models.
Exhibit 28
	Indicator
	Teacher Ratings (TR)

(Most vs. Less)
	Prior Data:  Full (PDF)

(Best vs. Not Best)
	Prior Data:  Reduced (PDR)

(Best vs. Worst)

	
	MI
	Sig.
	MI
	Sig.
	MI
	Sig.

	1
	.51
	.805
	.56
	.159
	.64
	.007

	2
	.50
	.993
	.54
	.278
	.64
	.158

	3
	.50
	.970
	.56
	.096
	.59
	.080

	4
	.57
	.077
	.62
	.005
	.68
	.001

	5
	.53
	.081
	.72
	.000
	.79
	.000

	6
	.52
	.620
	.61
	.004
	.69
	.000

	7
	.53
	.496
	.56
	.115
	.62
	.012

	8
	.55
	.210
	.56
	.113
	.59
	.087

	9
	.52
	.607
	.57
	.072
	.64
	.008

	10
	.52
	.545
	.57
	.074
	.64
	.009

	11
	.51
	.792
	.59
	.011
	.68
	.001

	12
	.52
	.652
	.57
	.068
	.63
	.007

	13
	.66
	.000
	.56
	.099
	.58
	.120

	14
	.64
	.000
	.58
	.027
	.62
	.019

	Average
	.54
	
	.64
	
	.64
	


The values across the three models generally follow the same pattern as the AUC values with PDR being the most sensitive to instructional insensitivity and TR being the least sensitive.  The significance values accompanying each set of MI values were obtained by conducting one-sample t-tests on transposed cross-tabulations against a hypothesized value of .50, representing chance.  This is a dubious technique and so is provided solely for the sake of comparing tactical variations.

Of greater interest is the information in Exhibit 29, which displays the results of paired t-tests between the AUC and the MI for each model.

Exhibit 29
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The Malta Index yields values that tend to correspond with the AUCs generated with ROC analysis with regard to both their rank ordering and the degree to which they are sensitive to instructional sensitivity.  Interestingly, the Malta Index and ROC analysis perform most similarly within the reduced prior data model:  R = .97 and mean difference = -.01.  

Exhibit 30
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It should be noted that all Malta Index values feel within the 95% confidence intervals surrounding the AUCs.
4.7  The DIF-driven Approaches


Exhibit 30 provides the results of the DIF-driven appraisal of the grade 5 indicators, utilizing the Mantel-Haenszel method of computing common odds estimates, which are tested against a hypothesized value of 1.0. representing equal odds of being classified as having received effective or ineffective instruction.
Exhibit 31
	Indicator
	Teacher Ratings (TR)

(Most vs. Less)
	Prior Data:  Full (PDF)

(Best vs. Not Best)
	Prior Data:  Reduced (PDR)

(Best vs. Worst)

	
	MH
	Sig.
	MH
	Sig.
	MH
	Sig.

	1
	1.080
	.775
	1.564
	.098
	3.509
	.002

	2
	.997
	.992
	1.537
	.162
	4.840
	.001

	3
	.988
	.965
	1.848
	.031
	2.427
	.026

	4
	1.813
	.040
	2.619
	.001
	5.415
	.000

	5
	1.721
	.045
	6.777
	.000
	15.600
	.000

	6
	.859
	.565
	2.469
	.001
	4.787
	.000

	7
	1.241
	.426
	1.645
	.067
	2.912
	.003

	8
	1.519
	.149
	1.699
	.065
	2.109
	.047

	9
	1.181
	.551
	1.795
	.038
	3.188
	.002

	10
	.818
	.480
	1.954
	.022
	4.911
	.001

	11
	.921
	.760
	2.280
	.003
	1.677
	.000

	12
	.869
	.602
	1.792
	.036
	3.010
	.002

	13
	3.850
	.000
	2.045
	.019
	2.500
	.036

	14
	3.121
	.000
	2.143
	.005
	3.316
	.004


Exhibit 30 shows that the MH results follow the same general pattern as the AUC and Malta Index values.  The reduced prior data model is the most sensitive to instructional insensitivity while the teacher-rating model is the least sensitive.  Exhibit 31 displays the correlations between MH and the AUC values and between MH and the Malta Index values.
Exhibit 32
	Model
	MH-AUC
	MH-MI

	TR
	-.37
	-.42

	PDF
	.97
	.46

	PDR
	.92
	.91


4.8  The Means-based Approaches.


We have already demonstrated that using mean-based approaches to evaluate differences between the students groups is inappropriate conceptually.  Instead, for purposes of appraising instructional sensitivity, the focus needs to be on the accuracy with which an indicator or an item classifies the students – that is, the degree to which an indicator or item is sensitive to instructional sensitivity.  Therefore, no t-test or ANOVA results from the student-level data file are reported in this paper.


However, for purposes of documenting the tactical variations employed during this study, we did compute effect sizes by dividing the mean difference between the two student groups by the pooled standard deviation.  We had not expected to find a strong relationship between the mean-based effect sizes and the AUC or Malta Index values.  Thus, we were surprised to discover correlations that exceeded .95, as displayed in Exhibit 32.
Exhibit 33
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For the teacher model, R-square = .93.  For the full prior data model, R-square = .99.  
5.0:  SUMMARY AND INTERPRETATIONS

Probably the most efficient way to summarize the tactical variations and the findings to which they led would be in terms of lessons learned.

5.1  Data Collection

1.
Despite the effort involved, a virtue exists in collecting teacher ratings to use as a gold standard.
2.
When provided guidance, reassurance, and a user-friendly survey form, teachers do provide sincere and valid responses in sufficient number to be useful.  

3.
Given the shrinkage in student N’s that ensues, especially when teacher ratings are used in conjunction with prior data in the True Learner model, large numbers of responses are needed.  Therefore, providing teachers with an opportunity to respond online is the approach that we recommend.

5.2  Data Analysis

1.
ROC analysis and the Malta Index yield comparable though not identical results.
2.
As a technique, ROC analysis is more developed and sophisticated than the Malta Index, providing significance tests, confidence intervals, and easy-to-interpret graphical displays.  When formal analysis is required and facility with the requisite software is available, appraising instructional in terms of AUCs is the recommended approach.  The mathematics that underlie ROC analysis, however, may cause ROC analysis to be difficult for statistical novices, such as teacher or policy-makers.

3.
The Malta Index provides an easy-to-compute and easy-to-interpret numerical alternative to ROC analysis, especially when presented in conjunction with the Hosmer and Lemeshow acceptability criteria.  Its chief disadvantages are that it currently lacks a visual display and a formal approach to evaluating the magnitudes of MI values.  Transposition followed by evaluation with one-sample t-tests is not worth the effort, especially since the t-tests are prone to yield inaccurate results because of N’s that are to0 small or too large.
4.
The DIF-driven approach, like the mean-based approaches, places the focus on differences in student performance rather than on accuracy of classification.  Conceptually, therefore, they are inappropriate.

5.
A clear intent is necessary.  A critical decision must be made early whether to draw moderate or extreme contrasts.  That is, should an item or indicator be considered sensitive when (a) it is evaluated vis-à-vis the performance of students taught by the most and least effective teachers or (b) it represents the performance of students taught by teachers who are merely average or typical?  If an appraisal’s goal is to detect instructionally insensitive items for indicators for revision or deletion, extreme contrasts will tend to maximize the number of insensitive elements that will be detected.  However, moderate contrasts would be the appropriate course if the goal is to appraise the test as it actually functions in actual operation.
5.3  Findings and Interpretation
1.
Despite some variation, the teacher-rating models and the prior data (empirical detection) models yielded similar results, in general, with respect to the instructional sensitivity of the grade 5 version of the Kansas reading assessment.  All three models found the indicators to lack instructional insensitivity.  According to the Hosmer and Lemeshow criteria, no indicator would have been graded as better than a “C.”  Most were in the “Poor” to “Useless” range.
2.
We had been hopeful that Kansas would have produced an assessment that possessed at least an adequate degree of instructional sensitivity.  Given its home-grown genesis, its development and item selection criteria are indeed more criterion-referenced than most other accountability tests.  Thus, the lack of instructional sensitivity found in the Kansas assessment does not bode well for other states.
6.0:  Conclusion

This paper primarily described the pros and cons of the tactical variations employed in not only the collection but also the analysis and interpretation of the data yielded by the multi-district study.  

Second, the paper provided findings from several sensitivity appraisal techniques that converge toward the conclusion that the grade 5 reading assessment, used to decide the accountability-laden fates of the districts and schools in Kansas, is dismally insensitive to instruction.  The finding is particularly alarming, given that Kansas is one of the few states that could be expected to have produced an instructionally sensitive assessment.  

Third, the paper provided evidence to support the idea that instructional sensitivity is an important aspect of an accountability test’s technical quality.  It is so important, we contend, that the U.S. Department of Education should adopt instructional sensitivity as an essential component in reviews of Race to the Top funding applications and as a critical element in the approval process of state and consortia accountability plans that will likely continue when NCLB is reauthorized.  

When the Department revised its Peer Review Guidance (2007) to include alignment as a critical element, states were compelled to conduct alignment studies that they otherwise would not have conducted.  Instructional sensitivity deserves similar endorsement. 
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� 	The first-round responses were deemed unusable for many reasons.  The two most common were that (a) a teacher had provided either a nonsense name or no name at all and thus could not be matched with his or students, or (b) a teacher had identified all the indicators as “best taught.”


� 	It is of interest that, as an adjunct to this study (Court, 2010), we followed the test results of three cohorts of grade 5 students from a particularly high-performing school, comparing their achievement in grade 5 with the subsequent performance on the state assessments during the middle school careers.  Yet, not only did the school consistently make AYP, but it also wins several grade-level and building-wide Standard of Excellence awards each year.  This is particularly notable because more than 70% of the students are ELL and more than 90% come from low-income homes.  We found that achievement for these students plummeted…far lower than their counterparts from other high-poverty, high-ELL schools in the district.  The school can no longer serve as a defense for the state assessments being instructionally sensitive.  However, appraisers should note, as did D’Agostino, et al (2007), that teaching to the test will lead to a gross over-estimation of instructional sensitivity.





